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In order to investigate whether fission gas swelling and release would be significant
factors in a space based nuclear reactor operating under the Strategic Defense Initiative (SDI)
program, the finite element program REDSTONE was developed to model 1-D, spherical
geometry diffusion equations describing transient fission gas behavior in a single uranium nitride
fuel grain. The equations characterized individual bubbles,, limiting calculations to low
temperatures, low burnups, or both. Instabilities in the bubble radii calculations forced
additional constraints limiting the bubble sizes to minimum and maximum (equilibrium) radii.

Validity was checked against analytical solutions for internal consistency and against
experimental studies for external agreement. These checks indicated REDSTONE was
satisfactorily accounting for intragranular fission gas swelling, but other non-gaseous sources
accounted for up to 1.5% additional swelling.

Calculations were performed to determine the swelling and gas release of a hypothetical
SDI scenario, involving 10 years of low power operation at 10 kW followed by a 30 second rise
to 1 MW and maintained for 15 minutes. The fuel pellet diametral increase remained less than
1% and release was negligible. Higher temperatures were used to see if operating parameter
uncertainties would cause significantly different results. A significant shift to larger bubbles and
larger swelling was indicated near 1800°K.

Poorly defined property values were varied and results compared. The largest effects
were observed from the irradiation enhanced diffusion coefficient and the resolution parameter.
The resolution parameter uncertainty had the largest potential effect on results.
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ABSTRACT

Transient Fission Gas Behavior in Uranium Nitride Fuel
Under Proposed Space Applications. (December 1991)
Daniel Lee DeForest, B.S., Baylor University;
M.S., Air Force Institute of Technology
Chair of Advisory Committee: Dr. K L. Peddicord

In order to investigate whether fission gas swelling and release would be
significant factors in a space based nuclear reactor operating under the Strategic
Defense Initiative (SDI) program, the finite element program REDSTONE (Routine
for Evaluating Dynamic Swelling in Transient Qperational Nuclear Environments)
was developed to model the 1-D, spherical geometry diffusion equations descnibing
transient fission gas behavior in a single uranium nitride fuel grain. The equations
characterized individual bubbles, rather than bubble groupings. This limited
calculations to those scenarios where low temperatures, low burnups, or both were
present. Instabilities in the bubble radii calculations forced the implementation of
additional constraints limiting the bubble sizes to minimum and maximum
(equilibrium) radii.

The validity of REDSTONE calculations were checked against analytical
solutions for internal consistency and against experimental studies for agreement
with swelling and release results. These checks indicated that REDSTONE was
satisfactorily accounting for the intragranular fission gas portion of swelling, but that

other non-gaseous sources accounted for up to 1.5% additional swelling.
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A calculation was performed to determine the swelling and gas release
associated with a hypothetical SDI scenarnio. The SDI scenario involved 10 years of
low power operation at 10 kW followed by a 30 second rise to 1 MW which was
maintained for approximately 15 minutes. The results indicated that the fuel pellet
diametral increase would remain less than 1% and release would be negligible, far
below that needed for design failure. This same scenario was run at higher
temperatures to see if uncertainties in the operating parameters could cause
significantly different results. It was apparent that further investigations into the
swelling behavior near 1800°K were needed, as results indicated a significant shift
to larger bubbles at this temperature.

In an effort to understand the effect of property uncertainties on the solution,
several of the properties were varied and the results compared. The largest effects
were observed from changes in the irradiation enhanced diffusion coefficient and the
resolution parameter. The resolution parameter uncertainty would have the largest
potential effect on results, likely resulting in a reduction in the swelling and a

corresponding increase in release.
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CHAPTER 1
INTRODUCTION

1.1 Jaustification

Proposed devices for use in the Strategic Defense Initiative (SDI) program
will require at least a megawatt of power and will operate under stringent
requirements. In addition to the harsh environmental requirements of space, the
operational requirements will be quite severe. These latter requirements are the
ability to survive in a low power ‘housekeeping’ mode for an extended period,
perhaps up to ten years, with the ability to come to full power operation within
seconds and maintain this power for a minimum of several minutes. Nuclear power
is the most viable power option because of the constraints of power/weight ratio and
hands-off operation.

Specific operational parameters for a multi-megawatt, SDI reactor are not
publicly available. However, one can imagine a possible scenario where a reactor is
sitting in ‘housekeeping’ mode at just enough power to keep the system functional,
perhaps 10 kW electric. Upon command, a rapid increase to full power of | MW
electric would then be executed, where the system would stay for several minutes.
Conceivably, the ramp to full power might occur on the order of 30 seconds with the
full power mode lasting for 15 minutes. The full power increase from 10 kW to
IMW in just 30 seconds could place severe thermal transients on the fuel. The high
power operation could cause a large inventory of fission gas to coalesce into large
bubbles inducing unwanted swelling of the fuel, or it could result in quick release of

a large quantity of fission gas producing unwanted pressures in the fuel pin.

Style and format of this dissertation follow the Journal of Nuclear Materials.




One of the primary design constraints of an SDI nuclear system will be the
amount of pin diameter increase allowed before the system is determined to have
‘failed’. An increase in fuel pin diameter occurs either directly from expansion of
the fuel against the cladding, or through excess intemal pressure from fission gas
which is released to the fuel-clad gap. The former case depends strongly on local
conditions of the fuel pin since the fission gas is ‘trapped’ in the fuel at a specific
location. In this case, the fission gas behavior both within the fuel grains
(intragranular fission gas) and on the grain boundaries (intergranular fission gas)
must be determined. The latter case depends less on local conditions since a large
quantity of released fission gas will create open pathways out of the fuel and much
of the gas that reaches the grain boundaries will be released to the gap where it
mixes with gas released from other fuel pin regions. Here, intragranular fission gas
behavior is of primary importance since it is implied by release that intergranular
gas does not play a significant role. It is important to realize, however, that the
actual behavior of the fuel will be some combination of the above two extremes.
Nuclear fuel is usually designed to either release the fission gas to the gap or to
accommodate the fission gas in the fuel. In either case, it is clear that the
intragranular fission gas behavior must first be known in order to properly design
the fuel. The importance of considering intergranular fission gas behavior is
determined by the specific design of the fuel used.

The effects of thermally expanding fuel (fission gas swelling excluded) and
the associated stresses and strains can be determined from macroscopic properties of
the fuel and thus are easier to include in a design. However, the effects from fission
gas, requiring knowledge of the microscopic properties of the fuel, are harder to

determine. For the current scenario, the initial conditions of long term, low power
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operation followed by a severe increase in power by two orders of magnitude are
unique to this system. A prediction of possible fission gas behavior in such a system
has not been previously reported. Potentially, the fission gas could simply be
released from the grain to grain boundaries which would become open avenues to
the plenum either through cracks or interconnected grain boundary tunnels
developed during the transient. On the other hand, the fission gas could be
completely retained by the fuel, i.e. no cracks, and expansion of retained fission gas
as bubbles could cause severe swelling of the fuel. The severity of this additional
swelling would depend on where the fission gas resided during the transient.
Intragranular fission gas would be present either as individual gas atoms or in v2:y
small bubbles. Intergranular fission gas tends to form much larger, lower density
bubbles than found inside the grain. Grain boundaries are not as ‘stiff’ as the
interior of the grain to expansion by excess bubble pressure. As a result, fission gas
retained by the fuel on the grain boundaries will cause the most severe swelling of
the fuel. When intergranular fission gas is retained, intragranular fission gas plays a
lesser role in direct swelling of the fuel. However, knowledge of intragranular
fission gas behavior is important as it is a feed for both intergranular bubbles and
gas release. Thus, one must first analyze the intragranular fission gas behavior as a

prerequisite to determining the effects from other fission gas processes.

1.2 Initial Indications

Scoping calculations based on the system and scenario as outlined above
provided some insight into which processes would need to be included in modeling
UN fuel. During the low power phase of the scenario, the fuel temperature appears

to be cool enough that fission gas atoms are immobile in the lattice. Also, there 1s




only a small temperature gradient in the fuel due to the higher thermal conductivity
of UN. Bubbles that do form will be from random diffusion with additional effects
from the high density of fission gas atoms deposited over a ten year period. It is
expected that during this phase the fission gas remains in small bubbles and single
atoms and within the fuel grain. During the high power phase of the scenario, the
fuel temperature and temperature gradient increases so that gas atoms and bubbles
become more mobile. However, the time at full power is short enough that any
bubble movement is severely limited. Initial calculations indicated that some release
from the fuel grain and some bubble size increase might occur, but not to an extent
that would cause fuel pin failure. In summary, initial indications were that the
scenario being modeled would not cause large swelling or large release from the fuel
grain, and that most of the fission gas would be retained in the grain. However,
uncertainties in experimentally measured fuel properties for UN will cause

corresponding uncertainties in any fission gas results calculated.

1.3 Use of Diffusion-Only Equations

As a result of scoping calculations, the computer program REDSTONE
(Routine for Evaluation of Dynamic Swelling in Transient Qperational Nuclear
Environments), was written. This program is based on the diffusion equation for a
1-D spherical fuel grain. Effects from thermal gradients are included as additional
coalescence terms to the diffusion equation and in some cases as simple release
fractions to maintain spherical symmetry. This latter approach appears justified as
the expected result is that the time at high power will be too short for significant gas
movement to destroy spherical symmetry. This is fortunate since detailed modeling

of asymmetric effects would cause the subsequent profiles within the fuel grain to




become non-symmetric and necessitate difficult and unwieldy 3-D modeling of the

fuel grain.

1.4 Use of Finite Elements

Program REDSTONE was developed as a finite element code based on the
1-D non-linear diffusion equation in spherical coordinates. To be able to analyze the
non-linear equation, the equations had to be incrementalized and solved through
iteration. This technique has been used previously for structural mechanics.
However, the type of non-linearity present in the diffusion equation used here is
altogether different from that found in structural mechanics. In structural mechanics
the non-linearities occur both as non-constant material properties and as cross
products in the displacement gradients. In the formulation of the diffusion equation
used here, the material properties are held constant (i.e. they are assumed not to be a
function of fission gas atom concentration) and the non-linearities occur as cross
products in the concentrations themselves, not in the concentration gradients. Thus
the finite element formulation of the diffusion equation which was used in
REDSTONE is fundamentally different from that used in structural mechanics. It

appears that this approach has not been reported previously.

1.5 Basic Structure of REDSTONE

The decision was made after some investigation into the formulation of the
equations that the modeling of vacancies/interstitials within the fuel matrix and
bubble radii should be decoupled from the calculation of bubble concentrations. It
was found that inclusion of the vacancy/interstitial equations and bubble radii
equations with concentration equations would cause such a high degree of

non-lineanity that an accurate finite element formulation using the methods applied




here could not be developed. The higher non-linearity would have reduced the
concentration equations down to an essentially linear form destroying the benefits of
using the method in the first place. As a result, the sequence of calculations in
REDSTONE is to first calculate concentration changes, keeping vacancy/interstitial
concentrations and bubble radii constant. This is followed by calculation of bulk
vacancy and interstitial changes, keeping bubble concentrations and radii constant.
After calculation of vacancy/interstitial concentrations, radii are recomputed and the
entire process repeated until no additional iterations are required in the individual
steps of bubble concentration calculation and radii calculation. Once convergence
as described above has occurred, results are output, the time is incremented, and the
process starts anew until the end of the problem. The calculation of bulk
vacancv/interstitial concentrations and bubble radii are separated as the latter

calculation 1s strictly linear and thus more efficient to calculate alone.

1.6 Objectives
The current work attempts to add insight to the modeling of fission gas
within UN and answer some of the questions posed by the previously described

scenario. The objectives of this study are:
a) to investigate the modeling of fission gas behavior in uranium nitride
(UN)
b) to investigate the modeling of fission gas rate equations via a complete
finite element formulation
¢) the determination of how much intragranular fission gas migrates to the
grain boundaries and the amount of intragranular swelling

d) the effect of uncertainties in the currently available property data




CHAPTERII
SCOPING CALCULATIONS

2.1 Choice of System Parameters

2.1.1 Selection of a Nuclear System

Due to the lack of a current established design for an SDI nuclear system as
well as the classified nature of the SDI program, a suitable substitute system needed
to be chosen for this study. The most obvious substitute was the SP-100 nuclear
reactor proposed for electric power requirements of space vehicles and satellites.
This reactor system has an established design and it is conceivable that testing of
SDI devices would utilize the SP-100 platform first [1]. Currently, the SP-100 is
proposed as the most viable power option for systems requiring 10 kW to 1 MW of
electric power. The figure-of-merit for failure of the fuel elements in this reactor
has also been established. This limit is one percent diametral increase in the fuel
element. Essential physical characteristics of SP-100 in the 1 MW configuration are

listed in table 1.

2.1.2 Selection of a Nuclear Fuel

Because of the long lifetime required of the SP-100 reactor, as well as the
need to have a compact, lightweight, and non-refuelable system, UN was chosen as
the nuclear fuel for this reactor. The primary advantages of UN over UO, and UC
include the higher density of UN, the much higher thermal conductivity of UN over
UO,, and the expected lower fission gas swelling with burnup of UN. The higher
density of UN allows for higher fission densities within the fuel and thus a smaller

core (and mass) for producing the required amount of power. The higher thermal




Table 1
SP-100 Specifications

Number of Fuel Elements 3055
Fuel UN
Enrichment 94%

% Theoretical Density 96%
Cladding Nbl1%Zr
Liner Rhenium
Fuel Element Length 46.46 cm
Fuel Stack Length 7.62 cm
Cladding OD 0.607 cm
Cladding Thickness 0.055 cm
Liner Thickness 0.0t10 cm
Fuel OD 0.456 cm

conductivity of UN results in lower temperature gradients in the fuel, thus allowing
for higher operating temperatures (i.e. higher powers) and reducing internal thermal
strain. The fission gas swelling directly affects the lifetime of the reactor and UN’s
lower propensity for swelling is principally derived from observations from the early
1970's. Researchers who have compared UO, with UN have attributed UN's
swelling advantage to smaller thermal gradients [2]. Higher thermal gradients (and
resulting higher fuel temperatures) in UQO, introduce aggravations to swelling such
as lenticular void growth, increased fission gas and bubble mobilities, and phase
changes. Comparison of swelling data for UC with that of UN has suggested that, at
identical temperatures, UC swells at a rate greater than both UN and UO, [2].
Fission gas swelling 1s potentially the largest of the factors which contribute to
swelling of nuclear fuel, and is additionally the most complex and difficult to

predict. Unfortunately, it is also one of the least characterized areas of UN.

2.2 Boundary Conditions
The first task in performing scoping calculations was to determine the

temperature and pressure boundary conditions for the fuel element. The computer




code CENTAR (Code for Extended Non-linear Transient Analysis of
Extraterrestrial Reactor System) [3] was used for this purpose. CENTAR was
developed to model space reactor systems such as the SP-100. However, it does not
contain a detailed fuel pin model. Instead a fuel pin is treated simply as a
homogeneous material with a thermal conductivity and pin swelling determined
from correlations, which are based on existing irradiation data. Because of this,
their accuracy in unusual scenarios, such as the one being looked at here, is
unknown. Fortunately, the boundary conditions as calculated in a systems code (i.e.
coolant temperature and pressure) are not strong functions of the detailed structure
of the fuel pins and thus should provide reasonably accurate input to a detailed fuel
modeling code.

Calculations using CENTAR with the transient scenario considered here
indicated that at 10 kW electric (200 kW thermal and the minimum needed to keep
the system operational) the clad surface temperature was approximately 500°K,
while at 1 MW (20 MW thermal) the surface temperature jumped to approximately
1500°K.

2.3 Fuel Temperature Profile

Using the calculated outer fuel pin temperatures, the steady-state heat
conduction equation was solved analytically in order to find the centerline
temperatures and thermal gradients in the fuel. The thermal conductivity was held
constant to obtain the analytic solution.

The temperature increases from surface to centerline (7, - 7;) were 5°K at
Tg= 500°K and 300°K at 7= 1500°K. The maximum thermal gradient is found at
the fuel surface. These values are 38°K/cm at 7(=500°K and 2550°K/cm at




T,=1500°K. Based on these numbers one would expect that biased effects are not
significant at 10 kW, but would need to be included at 1 MW. Since the low power
operation will determine the pre-transient condition of the fuel, and because the
transient time is so short, the following discussion will concentrate on effects

present in the low power, low temperature phase of operation.

2.4 Fission Gas Source

In order to model a transient, the pre-transient condition must be known.
The first step is the calculation of the amount of fission gas deposited in the grain at
200 kW thermal power over a ten year life. Dividing 200 kW by the total number of
fuel pins in the core (3055), an average thermal rod power of 0.065 kW results.
Assuming uniform flux within the fuel, the fission rate density will be 1.642x10!2
fissions/sec-cm®. Using a grain diameter of 19 um, obtained from recent
investigations involving SP-100 type fuel [4], one calculates that there are
185.7fissions/sec within the grain. Over a ten year period this translates to
5.850x 101 fissions in a grain. Multiplying this by a stable fission gas yield of
0.25fission gas atoms per fission [5], one finds that 1.462x10!° fission gas atoms
are deposited in the grain over ten years, representing a density of 1.293x10% fission
gas atoms/cm>. If one assumes the gas atoms tc be evenly dispersed as single gas
atoms within the grain, the calculated distance between two gas atoms is
19.8x107cm. Comparing this to the diameter of a xenon atom in the lattice
(approximately 3x10°7 cm), one sees that local effects around each xenon atom
could couple with other xenon atoms which could be highly disruptive to the lattice.
If disruption is not expected then it must be assumed that fission gas is lost from the

grain or that bubbles nucleate and grow from the deposited gas atoms. Since
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disruption of the lattice is not expected, diffusion out of the grain and nucleation

must be considered.

2.5 Steady-State Diffusion Out of the Grain

An indication of how much gas would be lost from the grain can be obtained
by applying the steady-state diffusion equat.on to the single atoms deposited in the
grain. Taking the boundary condition for diffusion calculations to be C , = Oat the
grain boundary, one finds that the steady-state number of fission gas atoms
contained withir the grain is 3.22x10%5 atoms. This number is much larger than the
1.462x 10'° fission gas atoms deposited over ten years, so it is clear that a
steady-state equilibrium is not attained. In fact, additional random walk calculations
show that each xenon atom only moves a net distance of only 6.4x10° um, far
below the dimension of one unit cell in the lattice. Calculation of the homogeneous
nucleation rate based on the fission gas concentration and thermal diffusivity
indicates that this rate does not significantly alter the single gas atom concentration.
Ignoring nucleation for the moment and applying the time-dependent form of the
diffusion equation [6] one finds, as indicated above, that there is no significant
release of fission gas to the grain boundary. Similarly, calculation of the thermal
gradient effects show that biased movement of fission gas atoms is insignificant at
this temperature. Scoping calculations thus indicate that once the xenon atoms are
deposited, they are virtually 'frozen’ in the lattice at low power. However, it should
be noted that only thermal diffusion of fission gas was considered in the scoping

calculations.
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2.6 Heterogeneous Deposition and Nucleation

Although manufactured defects can act as heterogeneous nucleation sites, the
primary source of defect sites will be the deposited atoms and fission damage
created by fission. Accommodation of heterogeneous effects by some investigators
has been done by including semi-empirical modifications to their models which
account for fission damage and heterogeneous nucleation [7]. Other investigators
have justified the use of a straight homogeneous approach. Unlike UO,, UN has a
greater mobility of electrons which allow the energy transferred by a fission
fragment to be deposited over a much larger region (8,9). As a result, the energy
transferred to a single lattice atom is lower and much less likely to impart enough
energy to dislodge an atom. As a result, lattice damage from fission will be lower,
resulting in fewer heterogeneous nucleation sites. A side effect of this property 1s
that the increased electron mobility also prevents a significant thermal spike from
being produced by the fission fragment. As a result, the resolution of bubbles
should occur primarily via a Nelson knock-on method [10] versus a sputtering or
trapping mechanism. Because of this difference in electrical properties, it would be
duestionable to simply transfer the UO, empirical modifications to UN.
Unfortunately, modifications tailored to UN have not been developed due to the lack
of appropriate experimental fission damage data. Because fission damage 1s lower
in UN, heterogeneous nucleation will occur primarily through a finite probability
that a deposited gas atom comes to rest next to an existing gas atom or bubble.
Calculations of this probability involve the ratio of nearest neighbor sites for a
specific bubble size to the total number of lattice sites available. Lattice damage

from fission is not expected to provide a significant source of bubble nucleation.
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2.7 Transient Regime

Similar calculations to those already discussed were performed for the
transient regime. These calculations indicated that the transient time at high power
will be too short for significant movement of fission gas. Thus, it is not expected
that interactions between different sized bubbles will play a role during the higher
power phase. However, the predicted amount of gas release is dependent on
accurate modeling of intragranular fission gas behavior, which in turn depends on
several properties of the material. Uncertainties in properties need to be considered

in fuel design to determine acceptable safety margins.
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CHAPTER III
FISSION GAS MODELING IN UN

3.1. Historical Overview

Fission gas in nuclear fuels has been of interest to the nuclear community
since the early 1960's. The theory of fission gas behavior has developed from a
simple model of single gas atoms as solid fission products in pseudo-amorphous fuel
(11, 12, 13] to the current state-of-the-art of detailed models describing fission gas
behavior both within fuel grains and on grain edges and faces. The latter models
attempted to account for the known factors which affect fission gas behavior, i.e.
resolution from bubbles, heterogeneous and homogeneous bubble nucleation, bubble
coalescence, bubble interlinkage, non-equilibrium bubbles, bubble mobility,
nonstoichiometric effects, grain growth, impurities of solid fission products, bubble
trapping at dislocations and defects, fuel cracking, fission enhancement of diffusion,
etc. Unfortunately, the complex synergistic nature of fission gas behavior and the
difficulty of studying the fuel at a microscopic level under operating conditions
makes identifying and describing all the contributing and competing variables a

monumental task.

3.1.1. Modeling Studies

Although some of the existing fuel modeling codes are based on empirical or
semi-empirical correlations to describe fission gas swelling and release, these are
only useful within the range of operational conditions used to define the correlations
and lack the flexibility to perform exploratory analyses in new areas of interest.
Exploratory analysis requires accurate mechanistic modeling codes based as much

as possible on known theory. It is for this reason that program REDSTONE was




designed from a mechanistic approach. The theoretical basis of the mechanistic
equations used in this work, and for the majority of current state-of-the-art
mechanistic fuel modeling codes, dates back to Gruber [14] who, in 1966, first
assembled a set of equations describing diffusion and interactive fission gas
processes in nuclear fuel. Subsequent researchers extended and adapted Gruber’s
technique as their understanding about additional fission gas processes increased.
Many of the extensions applied by subsequent investigators were situation specific
and thus had limited usefulness for exploratory analysis. This resulting increase in
complexity and specificity in Gruber’s method appeared to continue until 1979,
when emphasis seemed to shift from extension of Gruber’s method to simplification
of the method so it could be used efficiently in large integrated fuel modeling codes.
The simplifications were primarily of two types, one involving collapsing the
individual bubble groups into a single average bubble group and the other involving
utilizing an effective diffusion coefficient for single gas atom calculations to account
for all effects. These simplifications were developed and verified using calculations
from the more detailed fuel modeling codes. For the most part, all were based on
UO, fuel properties. Both Matthews and Wood [15,16] and Rest [17] have adapted
Gruber’s approach to their own codes, TRAFIC (TRAnsient Fuel Interpretative
Code) and GRASS (Gas Release And Sweiling Subroutine). Both these codes have
evolved in similar directions and are representative of the mainstream of the current
mechanistic approach to fission gas modeling. The processes considered in
determining the effective diffusion coefficient or collapsing of bubble groups may or
may not be the same in non-UQ, fuel materials. The UQ, simplifications might only
be in agreement with the specific cases they were verified against, and thus would

not be applicable to other fuel materials and/or operating histories. Before
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simplifications for non-UQ, fuel can be applied, initial modeling of fission gas
behavior is best done by reversion to the more detailed equations of Gruber’s
method where the governing equations are more directly related to experimentally
measured properties. This constraint affects the direction of the work here since the

fuel of choice is UN, for which there are no detailed calculational studies.

3.1.2 Experimental Studies

As with the modeling developments, experimental studies involving nuclear
fuels have concentrated essentially on UQ,. In fact, both have, out of necessity,
gone hand-in-hand. As aresult, the modeling of UQ, fuel behavior has advanced to
a point that is quite detailed, but which cannot be duplicated for other fuel materials
due to a lack of appropriate experimental data. Often, material properties necessary
for applying current state-of-the-art models are estimated, usually from
corresponding UO, data. For UN there is some support for substituting UO,
properties as some researchers have suggested that certain aspccts of fission gas
behavior in UN are similar to those of UO, [2,18]. In addition to the lack of
material property data, the lack of experimental studies involving non-UQ, fuel
materials has left unresolved what processes are and are not important in these
materials. Both these problems have to be dealt with in the case of UN. The small
amount of UN data available is further clouded by the fact that early investigators
had problems in producing and maintaining pure, stoichiometric UN [19,20,21].

The state of the fuel being studied was not always well characterized.

3.1.3 Operational Studies
Studies which have dealt with operating scenarios involving power

excursions, in addition to concentrating on UQO,, have generally considered fuel
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which is operating initially at high powers (and thus high temperatures) and then
experiences an overpower situation to very high temperatures where fuel
restructuring is likely to occur. The controlling processes involved in these studies
are different than those in the investigation here. Micrographs of UN fuel irradiated
at relatively low temperatures have indicated that no restructuring of UN fuel occurs
at low temperatures [19]. Predominantly low temperatures are expected and thus
little or no fuel restructuring is expected to occur. This will result in a different
pre-ramp condition of the fuel than in other studies. Matthews [15] indicates that
the form of the intragranular gas at the start of a transient is decisive for subsequent
release and swelling. No studies were found where the fuel was first operated for an
extended period at the low temperatures used here and then experienced a severe
overpower transient. Even if such studies were to exist, it is highly probable that
they would have concentrated on the macroscopic fission gas release from a specific
fuel design, probably using UO,, and not on the microscopic fission gas behavior of

UN fuel.

3.2 Fission Gas Behavior Regimes

3.2.1 Intergranular Fission Gas

For intergranular (grain boundary) fission gas, modeling approaches have not
congealed into any single mainstream method, possibly due to the greater effect
initial manufacture and operating conditions have on open porosity and grain
boundary dynamics. Early investigators considered the intragranular fission gas to
be released once it reached the grain boundary, either immediately or once a
specified percentage of the grain boundary had been filled with gas

[22,23,24,25,26,27]. 1t was clear from accumulating experimental data, however,




18

that the dynamics of fission gas behavior on grain boundaries were much more
complicated than these simple approaches suggested. In the 1970's, Tucker
[28,29,30] looked at the energies involved in the grain boundary dynamics and was
able to outline a detailed treatment of grain face and grain edge bubbles. Fission gas
release occurred only after grain face bubbles had interconnected to the grain edges
and grain edge bubbles were interconnected to the exterior or central void of the
fuel. His approach has gained some acceptance and is the approach taken by
Matthews [31]. Unlike the dominance of Gruber’s method, however, Tucker’s
theories are not universally used for mechanistic modeling. At least one investigator
has treated the grain boundary gas using diffusional rate equations similar to those
used in Gruber’s method [32]. Since intergranular fission gas was not modeled in
the study here, no further elaboration of intergranular fission gas modeling will be
made. If necessary, the amount of fission gas released will be determined using a

percentage release criteria.

3.2.2 Intragranular Fission Gas

One of the first investigations into the theory of inert gas behavior in nuclear
fuels was performed by Greenwood and Speight [33]. They based their theory on
the assumptions that bubbles migrate by surface diffusion, there was no resolution of
gas from bubbles, the gas in the bubble behaved according to the ideal gas law, and
the bubbles were in equilibrium with the surrounding matrix. They also assumed the
material to be a perfect, infinite crystal, and that the bubble distribution could be
characterized by a mean bubble radius. Gruber [14] extended this work to eliminate
the dependence on a mean bubble radius. He proposed using separate rate equations

for single gas atoms and each bubble size. These rate equations included interaction




terms between single gas atoms and bubbles to produce the bubble distribution.
Other assumptions used by Greenwood and Speight remained assumptions for
Gruber’s work. Interaction terms included by Gruber (nucleation and coalescence)
were based on colloidal coagulation work performed by Chandrasekhar [34]. The
method of Gruber provided a basis that described the detailed bubble distribution,
yet was easily adapted to specific cases by simply adding additional terms to the rate
equations. The specific implementation of Gruber’s method used here will be

discussed in detail in the chapter covering governing processes.

3.3 Experimental Data on UN

3.3.1 Overall Status of UN Property Data

Available experimental data on UN, especially for the specific form of fuel
proposed for the SP-100, is limited and generally not sufficient to fully characterize
the microscopic processes occurring within the irradiated material. Advanced fuels,
such as UN, were first considered as better alternatives to UO,, especially for
LMFBR (Liquid Metal Fast Breeder Reactor) technology and possible applications
in space [19,35,36,37], in the late 1950’s to early 1960’s. Early investigations of
UN and UC, as well as the mixed fuels (U,Pu)N, and (U,Pu)C were performed in the
mid to late 1960's. Unfortunately, work on these alternative fuels was overwhelmed
by the data being collected on UO, and (U,Pu)O,. As a consequence, investigations
using UN dropped off in the early 1970’s and only picked up again in the
mid-1980’s as the United States nuclear space program and SDI (Strategic Defense
Initiative) came into the spotlight. Most of the experimental data on UN that were
obtained in the 1970’s utilized experimental techniques and equipment which were

not as refined as today, and the effects of nonstoichiometry and fission damage in
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UN were not well understood. Unfortunately, recent investigations utilizing UN
have emphasized macroscopic observations (i.e. overall release and pin swelling) of
particular fuel designs rather than the microscopic properties which would be useful
for generalized fission gas modeling. It is difficult, if not impossible, to decipher the
microscopic fission gas behavior from the experimental data in these more recent
studies. Overall, experimental data available on UN are not sufficient for building
comprehensive mechanistic models of microscopic fission gas behavior in UN fuel.
As aresult, some of the data necessary must be borrowed from UO, or UC.

Most of the experimental property data that was available on UN up to 1989
has been compiled into a database, as well as correlated with variables such as
temperature and pressure, at Texas A&M University [38]. However, some of the
primary data needed for modeling fission gas behavior is not present in this
compilation and had to be gleaned from the few isolated investigations in the
literature. Included in this data are the xenon diffusion coefficient, the surface
diffusion coefficient, and the fission-enhanced diffusion coefficient. No
measurements for some of the required data were found. Included were the surface
energy in UN, the fission damage dependence of properties in UN, the effect of
stoichiometry on UN properties, and the grain boundary energies of UN.

Where possible, the data used in REDSTONE was taken from the compiled
database at Texas A&M. Other data were taken from the isolated investigations or

taken from corresponding UC or UO, data.

3.3.2 Diffusion Coefficients
The diffusion coefficients of U, N, and the fission gases, as well as the

surface diffusion coefficient of UN are absolutely essential to modeling fission gas
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behavior. Each of the different types of diffusion coefficients are discussed in the

following sub-sections.

3.3.2.1 Xe Diffusion Coefficient

Data for fission gas diffusion, whether in UN or other fuels, is typically
taken to be the diffusion coefficient of xenon. This is a logical choice since most of
the stable gaseous fission products consist of Xe (see table 2). Although some of the
short-lived isotopes have half-lives on the order of the transient times considered
here, the contribution of these to the total amount of gas already present in the grain
at the beginning of the transient will be negligible. Unfortunately, both the Xe
diffusion coefficient and the surface diffusion coefficient in UN are poorly
documented.

Only a few measurements of the xenon diffusion coefficient in UN have
been made. Melehan and Gates [20] measured the in-pile fission gas release from
sintered uranium nitride in 1964. Irradiations and gas collection were performed at
several temperatures ranging from 540°C to 1700°C. They noted that the fission gas
release rate up to 800°C was independent of temperature. This was attributed to a
recoil knockout - evaporation release mechanism. Above 800°C, the release rate

followed an Arrhenius behavior described by the equation

4.5%x10712

Dx¢-4x10°6exp(— T ) cm?/s (1)

where the activation energy is 4.5x10°!2 ergs. Their analysis of the release data was
based on the theoretical work of Beck [39]. Although an equivalent sphere approach
was used, the size of the spheres was determined strictly from the physical

dimensions of the fuel element, not from any analysis of grain size. Also, no




Table 2
Isotopes of Krypton and Xenon Released in Fission [§]
Isotope Half-Life Percent Yield
I3lxe Stable 3.2
132xe Stable 4.7
3Xe 5.3 day 6.6
34¥e Stable 6.6
135X e 92 hr 5.5
136Xe Stable 59
Total stable xenon yields 20.4
SKr Stable 0.4
#Kr Stable 0.85
8Kr Stable(10.6 yrs) 0.15
$SmKr 4.4 hr 1.3
86K r Stable 1.4
8Kr 78 min 2.5
88K r 2.8 hr 3.5
Total stable krypton yields 2.8

correction was performed to account for interactions of gas atoms with bubbles or
the effect from nonstoichiometric fuel. Post-irradiation examination of the fuel did
not reveal evidence of density changes as would be expected from decomposition of
UN. However, since a nitrogen overpressure was not maintained, it would be
expected that some degradation of the fuel occurred and that the post-irradiation
examination was not able to detect it. Any decomposition would affect the resulting
calculated diffusion coefficient.

About the same time, Biddle [40] measured the post-irradiation emission of
xenon from uranium carbonitride powders containing varying amounts of carbon.
The equivalent sphere model developed by Booth [41] was utilized, with the
equivalent sphere size being determined from krypton adsorption measurements
onto the surface areas. Biddle’s analysis did not account for gas atom interactions
and no effort appeared to be made to keep the UN stoichiometric during

measurement. Resulting diffusion equations for two different surface areas were
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-12
Dy, =3x 10°® exp(-iﬁ%—) cm®/s: Surface area = 1850 cm?/g (2)
and

-8 5.6x107'2 , ,
Dy, =8x107" exp BT cm®/s: Surfacearea = 1000ecm~°/g.(3)

These two results appear markedly different. However, results presented for all the
fuel materials seem questionable since values for the carbonitrides exhibit just as
wide a range with no observable trend as a function of carbon content.
Measurements of xenon diffusion in single crystals of UN were performed
by Oi [42]. The evaluation of the diffusion coefficient was based on the measured
release fraction and the surface/volume ratio of the bulk crystals. No allowance was
made for gas atom interaction and no attempt was made to maintain stoichiometric

UN during measurements. The resulting diffusion coefficient was

-12
Dy, - 2.05x10“‘exp(-3‘—57—k"T£-—) cm?/s . (4)

This equation produces values higher than those found by other investigators. This
may be the result of a lack of traps for gas atoms in a single crystal. Oi also
mentions that the scatter in their data was considerable.

Work carried out in 1970 at BMI [43] measured fission gas release from
97 percent dense compacted UN which had been neutron activated to produce
fissions. The resulting data were analyzed using a Hurst [44] model (see table 3).
The Hurst model approximates the effects from fission gas precipitation. A nitrogen
overpressure was maintained during analysis to keep the UN stoichiometric. The

diffusion coefficient for UN was found to be
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Table 3
Estimated !3*Xe Diffusion Coefficients for UC, UN, and UQO,

Estimated Diffusion Coefficient, cm?sec

Fuel 1400°C 1600°C
ucC 3x10°1* 8x 10!
UN 2x 10713 2x10°12
UoO, 4x10°83 2x 101!

<

(5)

.9796 x 10™"
Dy, = 4.65x107* exp(—f——x—lo— ) em? /s

kT

Ritzman [19] notes that diffusion coefficients calculated using the Hurst model are
several orders of magnitude higher than values previously reported due to the
inclusion of precipitation of gas atoms. This may explain the lower values obtained
by Biddle [40].

Later diffusion work at NASA [45] used a sweep gas facility to measure
in-pile krypton release rates from small UN specimens irradiated to eight percent
burnup and at high fission rate density. They correlated their data with predictions
of a fission gas release model which included atomic diffusion, fission-enhanced
diffusion, and direct recoil. Calculation of any one of these contributors depended
on the accuracy of the other two. Because of the form of their equation, they were
required to calculate the effective surface area for release. This was accomplished
by assuming cn.)mplete interconnection of grain boundarv porosity. No correction
was made for gas atom interaction, bubble movement, or biased motion, even
though bubbles were clearly evident in post-irradiation anai sis. As a result, the
calculated diffusion equation represents overall release from the fuel irregardless of
species. The diffusional contributors to the overall gas release were modeled with

the steady-state solution to the diffusion equation in rectangular coordinates, not




with an equivalent sphere model as used previously. The resulting diffusion

equation they obtained for atomic diffusion was

1.08 x 107!

Dy, = 5.6x1078 exp( o ) cem?/s (6)

The high activation energy present above may be a direct result of neglecting
contributions from bubbles and gas atom traps such as grain boundaries (complete
interconnection was assumed). Also, no attempt was made to keep the UN
stoichiometric, and the small size of the specimens may have caused normally
insignificant processes to interfere with release. In addition, it should be noted that
the diffusion equation presented above describes krypton diffusion, not that of
xenon. Thus some difference might be expected.

Further work at NASA [46] extended the above analysis to include
contributions from bubble diffusion. However, other criticisms of the initial study

remained. Their adjusted atomic diffusion equation for krypton was

(7)

-12
Dy, =2.4x1071° exp(—m) cm?® /s

kT

It is unclear if the inclusion of bubble motion was enough to effect the large changes
observed in the diffusion equation. The latter activation energy is certainly
consistent with those of other investigators. However, the pre-exponential factor
appears to be far too low. Differences between the two studies were not discussed
sufficiently to explain the change in diffusion equations.

The dependence of diffusion coefficients on the amount of fission damage
present has been used as one explanation of the differences obtained by various
investigators. Experiments with UC have indicated a definite dependence of the

xenon diffusion coefficiert on fission damage [47]. Unfortunately, a similar trend
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cannot be applied to UN as the amount of fission damage in the preceding study was
not specified and fission damage work with UN has not yet been performed. Fission
damage dependence is not included in program REDSTONE.

A review of the various fission gas diffusion equations indicates that the
latter results at BMI appear to be the most reliable. Not only were steps taken to
preserve the integrity of the UN, but account was made for fission gas traps not
included by other investigators. Additionally, the form of the fuel used at BMI
(sintered, high density, stoichiometric with some fission damage from ncit: °n
activation) was similar to that proposed for space reactors. The diffusion equation

used in REDSTONE is that derived from the data at BMI.

3.3.2.2 Irradiation Enhanced Diffusion

Irradiation enhanced diffusion of fission gas in nuclear fuels is not well
characterized, even for UO,. Although Dienes and Damask [48] have looked at this
problem theoretically, in practice irradiation enhanced diffusion coefficients are
obtained strictly from experiment. In these cases, irradiation enhanced diffusion 1s
used to explain an athermal release of fission gas at lower temperatures. For UO,,
the critical temperature for trradiation enhanced diffusion s around 1000°C [49,50].
For UN, the critical temperature appears to be lower around 800°C [20]. Cornell
[51] derived an irradiation enhanced diffusion equation based on experimental
observations of bubble sizes and concentrations, and obtained an expression that
depended on the fission rate and resolution rate. The trradiation enhanced diffusion
coefficient is usually expressed in terms of a constant and the fission rate, F.

Typical values for UO, range from [49,52]

D =2.0x10%Ft020x10'F  cm?/s (8)
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where F'is the fission rate. For UN, investigators at NASA (National Aeronautical
and Space Administration) [46] appear to be the only ones to have calculated an
irradiation enhanced diffusion rate. The value they found for UN was

Dy =822x107'F  cm?/s (9)
This study was also discussed in the section on fission gas diffusion which involved
measured krypton releases using sweep gas over small specimens of UN. The
results were fit to an equation which included contributions from irradiation
enhanced diffusion, atomic diffusion, bubble diffusion, and direct recoil. Although
it was mentioned that these contributions were interdependent, evaluation of the
irradiation enhanced diffusion coefficient was accomplished at low temperatures
where other diffusional processes were negligible. The decrease in calculated
irradiation enhanced diffusion from the UO, value can be explained from the lower
amount of fission damage expected in UN [49,53]. Since no other source for
irradiation enhanced diffusion in UN exists, the value obtained by NASA is used in
REDSTONE.

3.3.2.3 Bubble Diffusion Coefficients

Three mechanisms have been proposed to explain bubble mobilities: vapor
transport, volume diffusion, and surface diffusion. Vapor transport occurs from the
evaporation of atoms on the hot side of a bubble and deposition on the cold side.
Since surface atoms must break completely away from the surface, high activation
energies are present, and thus high temperatures are required. For the low
temperatures considered here, vapor transport should be negligible. Experimental

evidence for UO,, where the driving forces and temperatures from temperature




gradients are much higher, indicates that this assumption is valid up to moderately
high temperatures [54,55].

Volume diffusion occurs from the bulk movement of atoms in the matrix
around the bubble. Calculations on the relative effects between surface diffusion
and volume diffusion have shown that only when bubbles are larger than about Imm
in diameter [15] is volume diffusion significant. Since only small bubbles are
expected, volume diffusion is not considered to be a factor in the study here, which
leaves only surface diffusion to explain bubble mobility. By far the most widely
accepted model for bubble mobility is the surface diffusion mechanism. Utilizing
the surface diffusion model, the bubble diffusion coefficient is

3A82
D =——D 10
" 2R (10)

where D, = bubble diffusion coefficient, D, = surface diffusion coefficient,
A = atomic spacing, 2= atomic volume, and R, = bubble radius.

The surface diffusion coefficient for UN was measured by Weaver in 1968
[56] using helium implanted UN. After annealing, bubble sizes and migration
distances up a thermal gradient were measured through replication electron
microscopy at temperatures ranging from 1258°K to 1858°K and thermal gradients
from 75°K/cm to 880°K/cm. Although their onginal data were not presented, they

did calculate a temperature dependent surface diffusion coefficient of

2.93x1071?

D, =192x10° exp(-—
kT

) cm? /s (11)

Also observed was that coalescence of bubbles did not occur as the bubbles traveled
up the thermal gradients. Weaver attributed this to the existence of large stress

fields surrounding nonequilibrium bubbles. This latter phenomena has been
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theoretically investigated by Ronchi [57]. The surface diffusion equation obtained
by Weaver is used in program REDSTONE.

If one uses the above equation to calculate a bubble diffusion coefficient for
a bubble the size of one xenon atom, one gets a value several orders of magnitude
higher than the xenon diffusion coefficient. Even further, Cornell [51] through
observations of irradiated fuel postulated that very small bubbles are immobile due
to being trapped at dislocations, and thus cannot be described by a diffusion
coefficient as given above. However, Nichols [58] looked at much of the data on
bubble diffusion and concluded that small bubbles move at rates far greater than
those assumed by Cornell, though still not at rates predicted from theory. Lower
small bubble mobility is probably a factor since small bubbles in UO, have been
observed to be faceted rather than spherical [59, 60], and thus would not be
governed by the same enthalpies as those of larger, purely surface-diffusion
controlled bubbles. This presents a complication, however, since it is general
practice to treat all bubbles as being controlled by the same mechanism. So that
small bubbles are accurately modeled, bubble diffusion coefficients should exhibit a
smooth transition from single xenon atoms to the larger, surface diffusion controlled
bubbles. Various theories of bubble mobility, some based on other diffusion
mechanisms, have been proposed to explain experimental observations and all claim
good agreement with the data [61, 62]. No predominant theory has emerged.
Gruber [63] and Chien [32] have adjusted small bubble diffusion coefficients by
considering the surface atom jump distance when it is greater than the circumference
of the bubble. Ronchi [64] adjusts bubble diffusion coefficients based on a
transition from xenon atom to a bubble size large enough so that atomic strains

around the bubble are completely relaxed. Because both methods give similar




results, Gruber’s approach is applied in REDSTONE due to its easier
implementation.

Gruber’s approach was to apply a ‘rolling stone’ model for surface diffusion.
Robertson [65] has postulated that this model is a more accurate description of
surface diffusion. The classic model of surface diffusion is that it occurs one
interatomic distance at a time via the movement of vacancies on the surface. In the
‘rolling stone’ model, the movement of surface atoms occurs when an atom pops out
of the surface and ‘rolls’ along the surface to an existing vacancy. The distance of
the ‘roll’, i.e. the mean jump distance, will span 10-1000 interatomic distances.
Gruber shows that this model produces results consistent with existing data.

To illustrate the approach, a bubble of radius ‘R’ is assumed with a surface
atom mean jump distance of A, assumed to be constant and independent of surface
orientation and curvature. The net movement of the bubble, A, can be calculated

from simple geometry from the arc length, A, and the bubble radius, R, i.e.

(A
A, =2 - 12
1= 2Rn{ v
For A,<<nmR,, the above becomes A=A, For A>nmR,, A 1s periodic. Because this
result yields unrealistic behavior, Gruber assumed for R, <A/mthat A =2R . The

correction for bubble diffusion can then be represented by

2
new _A_n
Dn -Dn(l) (13)
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Substituting the appropriate expressions for the correction factor into the above

equation gives

6AQD, . 5 A, A,
- () s ()
6A82D, A
DY = 3 —= I5

The only additional unknown is the jump distance, A,. Gruber calculated A by
applying his modifications to the data of Gulden [61], which indicated that bubbles
smaller than 37 A appeared to follow an R;? dependence rather than the K*
dependence expected from surface diffusion. Gruber was able to predict the trends
in Gulden’s data using surface diffusion and his modifications. He was also able to
determine A, from the data to be approximately 112A. Since data on UN to perform
a similar analysis are not available, it is assumed in REDSTONE that A= 112 A for
UN.

3.3.2.4 Self-Diffusion Coefficients

Experimental data on U and N diffusion in UN are more abundant than for
fission gas diffusion. The available data have been surveyed and correlated with
nitrogen partial pressure, temperature, and grain size in a database recently compiled
at Texas A&M University [38]. Since the work involved in compiling the database
considered data quality and experiment reliability, it was decided to simply use the
correlated values from the Texas A&M University database. An extensive review of
the available self-diffusion data will not be presented here. Interested readers are

referred to the above reference.
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The correlated equations for self-diffusion of U and N in UN are

1.1029 x 10712

Dy = 2.2146 x 10711 po-&4ts exp( T

) cm> /s (16)

and

2.6527 x 10712
kT

Dy = 2.251x 10'5P°'4'34g‘°'737*2"79"'°_4rexp( ) em?/s (17)

where P = nitrogen partial pressure (atm), 7 = temperature (K), and g = average

grain size (um).

3.3.2.5 Vacancy/Interstitial Diffusion Coefficients

The diffusion of vacancies and interstitials is poorly documented for nuclear
fuels. Previous investigators adopted values from other materials. Because it is the
vacancies that cause bubble growth, several investigators who have considered the
effects of vacancies have not included interstitials. Further, only a few investigators
who have incorporated vacancy effects have published the actual diffusion data
used. Additionally, vacancy effects are often incorporated only implicitly by
utilizing creep properties of the fuel, not by a set of coupled rate equations. As a
result, there is slightly more documentation concerning vacancies than interstitials.

For interstitials, both Hayns [66] and Dienes and Damask [48] use the same
value for the migration energy, O™ = 3.20x10°'® ergs, where Q™ is the energy of
migration for interstitials. Hayns took his value from austenitic steel while Dienes
and Damask took theirs from a representative metal ‘such as copper’. Since the two
values agree, it may be that Dienes and Damask’s representative metal was not all
copper, but rather a conglomeration of data available. This is a reasonable

hypothesis since Dienes and Damask’s work predates the others discussed by
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14years. Hayns used a pre-exponential factor of 10 -3, while Dienes and Damask
used a theoretical approach to arrive at 102, However, several values needed to
arrive at the latter value had to be contrived. Thus, it cannot be automatically
assumed that the theoretical value is better than other values for which the origin is
unknown. Straalsund and Guthrie [67] assumed a pre-exponential factor of one for
all their diffusion equations and used an interstitial migration energy value,
reportedly from austenitic steel, which was different from the above, 1.e.

0™=2.07 x10°1 ergs. The reason for the discrepancy in values is unknown.
However, they mention that many of the parameters needed are highly uncertain,
and thus some of the data involves reasonable estimates. Because it cannot be
determined which values best apply to UN, and given the agreement between Hayns,
and Dienes and Damask, the diffusion of interstitials in REDSTONE was chosen to

be represented by

-13
D, = 10-3exp(-3'2—°;‘]}°—) cm? /s . (18)

None of the above works which considered interstitials were concerned with
fission gas modeling. Esteves, et al. [68] explicitly considered vacancies (but not
interstitials) in modeling fission gas behavior in UO,. Their form of the diffusion
equation for vacancies was derived by taking the pre-exponential factor from
uranium self-diffusion and a vacancy migration energy equal to the vacancy

formation energy, i.e.

2.44 x 10712

D, =4x107 exp
kT

) cm?®/s (19)
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where 0™ =0f =2.44x10"'2 ergs. The energy of formation was taken as one-half the
activation energy for self-diffusion. The basis for their pre-exponential factor 1s
questionable since Olander [5] notes that

D, = DyC,Q . (20)
Thus, one would not expect the self-diffusion pre-exponential factor and the vacancy
pre-exponential factor to be the same. Additionally, it would be expected, as is the
case with the other investigators reviewed, that the migration energy would be
approximately 80% to 90% of the formation energy. Other investigators took their
values from other metals. Dienes and Damask [48] again used values from a
‘representative metal’. Their theoretically based pre-exponential factor was one and
the vacancy migration was Q7= 1.28x10'2 ergs. As will be seen, this value is much
lower than others. Because of the previously mentioned uncertainties in the source
of Dienes and Damask’s data, their values for vacancy diffusion were not considered
for use in REDSTONE. Straalsund and Guthrie [67], Hayns [66], and Brailsford
and Bullough [69] all use values derived from steel. Straalsund and Guthrie
assumed a pre-exponential factor of one, and used a migration energy of

O"=2.05 x10'?ergs. Hayns, and Brailsford and Bullough both used a
pre-exponential factor of 0.6. However their migration energies were slightly
different with Hayns using Q7= 2.24x10°!2 ergs, and Brailsford and Bullough using
O =2.08x10"2ergs. The discrepancy between these last three migration energies
could not be resolved, although it 1s possible that the value used by Straalsund and

Guthrie involves a ‘reasonable estimate’.
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The vacancy migration energy used in REDSTONE is an average of these

three energies. The pre-exponential factor was taken as 0.6, 1.e.

(21)

) ~12
D, = 0.6exp(—M—) cm?/s.

kT

3.3.3 Miscellaneous Data
Non-diffusional experimental data 1s also required to adequately model

fission gas behavior. The more important ones are discussed below.

3.3.3.1 Thermal Equilibrium Concentrations

The equilibrium concentrations of vacancies and interstitials, although
insignificant in an irradiation environment, are needed to specify the boundary
conditions of bubbles, dislocations, and grain boundaries. The equilibrium

concentrations are governed through thermal emission via

1 f
ce -Eexp(—%) (22)
and
Ce 1 Qif ~
i -ECXP —;]—; ( 23 )

where Q = atomic volume, Qf = vacancy energy of formation, and Qf = interstitial
energy of formation. As with diffusion data, the energies of formation are poorly
documented. This is particularly true for interstitials. Olander [5] notes that, unlike
vacancy formation, a variety of interstitial sites are available and thus it is harder to
determine the interstitial energy of formation. Again, investigators have used data
available from similar metals. Straalsund and Guthrie [67] used a value from

austenitic steel, O/ = 6.9x10"1? ergs, while Dienes and Damask [48] used a value
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from their ‘representative metal’, Of= 6.4x10"12 ergs. Olander notes further that the
energy of formation for interstitials is probably higher than that for vacancies in all
solids. In practice for nuclear fuels, the equilibrium concentration of interstitials is
taken as zero due to the high formation energy [5,48,70,71]. This same practice is
used in REDSTONE, i.e. G=0.

For vacancies, the equilibrium concentration is retained. Hayns [66] and
Brailsford and Bullough [69] used the same values from steel, Of = 2.56x10"'? ergs.
Straalsund and Guthrie [67] used energies of formation in the range Of =2.6x10°12
to 2.8x10°!2 ergs. Dienes and Damask [48] used values from their ‘representative
metal’, Of = 1.92x10!12 ergs. Like their value of the vacancy migration energy, this
value is much lower than that used by other investigators. Because of this
discrepancy, this value was not considered for use in REDSTONE. As discussed
earlier, Esteves, et al. [68] took half of the activation energy for self-diffusion in
UO, as the formation energy for vacancies [72], i.e. Of =2.44x10'2 ergs. Another
fission gas modeling work, Ting, et al. [73], modeled UC using a vacancy formation
energy provided by DonnerandSchiile[ 74],0f = 2.71x10"'* ergs.

All the values above, except for that of Dienes and Darriask, faill in the same
general range. Since one value does not appear any more applicable than another,
the vacancy energy of formation used in REDSTONE is an average of the above
values, with the exception of Dienes and Damask’s value, i.e. Of = 2.60x107!2 ergs,
with

-12
Cs -é—exp(——-————zﬁoz;o ) cm™ | (24)
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3.3.3.2 Surface Energy

The surface energy is important for determining bubble sizes and excess
pressures. No available data on the surface energy of UN were found. Surface
energy data is available concerning the other two nuclear fuels, UO, and UC. An
early experimental study [75] found the free surface energy of UO, to be
640ergs/cm 2 and the free surface energy of UC to be 1000 ergs/cm?. These
numbers are very approximate, with stated uncertainties on the order of 20 to 30
percent. The free surface energy of UO, was calculated from theory by Benson [76]
to be 1030 erg/cm?. Warner and Nichols [77] estimated the surface energy to be
approximately 1000 ergs/cm?. About the same time, Eberhart [78] found critical
surface energies of UO, to lie between 600 and 1650 ergs/cm? depending on
whether an argon or hydrogen atmosphere was present. Later, Maiya {79]
performed experiments of the growth of grain boundary grooves and determined an
average free surface energy of 626 ergs/cm?. Clearly, a consistent agreement on the
value of free surface energy in UO, has not been reached. Most often, the value
used in fuel modeling codes is 1000 ergs/cm? For UC, reported surface energy
values have varied just as much. Initial studies set the free surface energy at
730ergs/cm 2 [80] to 780 ergs/cm? [81]. However, further work indicated that the
free surface energy of UC was as high as 2000 erg/cm® [82,83]. Although some fuel
modeling codes have used the lower values for UC, the spread of available data
suggests that the use of 1000 ergs/cm? would not be unreasonable. Since no
reported data for free surface energy of UN have been found, and consistent values
are not available for either UO, or UC, the value for free surface energy of UN used

in REDSTONE is 1000 ergs/cm?.
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3.3.3.3 Lattice Parameter

As with self-diffusion, the lattice parameter of UN has also been correlated
with temperature at Texas A&M University [38]. The equation
a=4879+3264x107°T+6889x107°T%> A (25)
is used in REDSTONE where 7 = temperature (K).

3.3.3.4 Yield Stress

The yield stress is used in REDSTONE to determine the minimum sizes of
bubbles. The yield stress for UN was approximated from the stress-strain curves of
Wemer and Blank [84]. Values consistent with the plastic behavior were read from
the curves and then correlated with a least squares fit. The resulting correlation is
0, = ~9.256 x 10°T +1.735 x 102 Pa. (26)
The values produced with such a correlation are very crude. Fortunately, bubble
sizes change very little with large changes in pressure near this stress. Thus,
inaccuracies in the yield stress should have minimal effect on the program results.
The main effect of the yield stress is to keep the bubble sizes from becoming too

small.

3.3.3.5 Thermal Conductivity

The thermal conductivity of UN has been correlated with temperature and
porosity at Texas A&M University [38]. This correlation was used in determining
the temperature profile in the fuel during scoping calculations. The thermal

conductivity of porous UN is given by
0361
k, =1864T°%" exp(-2.14P)  W/m-k (27)

where T = temperature (K) and P = volume fraction porosity.




CHAPTER 1V
GOVERNING EQUATIONS AND TERMS

4.1 Governing Processes

The equation which is the basis of program REDSTONE, the diffusion
equation, can be considered a balance of production and loss rates of individual
species, be they gas atoms, gas bubbles, vacancies, or interstitials. Considering first
individual gas atoms, a balance of production and losses within the grain typically

would consider the following:

RATE OF CHANGE PRODUCTION BY LOSS BY
OF * FISSION * DIFFUSION OUT OF
CONCENTRATION | = { « RESOLUTION FROM THE GRAIN
OF SINGLE GAS INTRAGRANULAR ¢« NUCLEATION OF
ATOMS GAS BUBBLES - GAS BUBBLES
* RESOLUTION FROM * GAS BUBBLE ( 78 )
INTERGRANULAR CAPTURE =
GAS BUBBLES * CRYSTALLINE
* RELEASE FROM DEFECT CAPTURE
CRYSTALLINE * GRAIN GROWTH
DEFECTS

For UN fuel and the operating scenario to be considered here, some of the
above processes can be eliminated from consideration. Based on scoping
calculations, the amount of intergranular gas would be so small that resolution
effects from these bubbles would be negligible. Assuming no grain boundary
resolution also provides for the worst case situation where diffusion out of the grain
is maximized. Within the UN fuel grain, the effect of crystalline defects on gas
atoms will be small, in the case here assumed negligible, due to the lower amount of
fission damage expected in UN [9]. The dominance of fission gas bubbles will

provide for the major capture defect [85). The effect of fission damage defects is
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somewhat accounted for as the Xe diffusion coefficient used was measured in
irradiated, fission damaged material [43]. Loss by grain growth can also be
eliminated, since the temperatures of interest during the long term operation are too
low for significant grain growth to occur [20,37]. During the short term at high
power, the time is too short for any significant grain growth. After eliminating the

above terms, a simplified equation can be written:

RATE OF CHANGE PRODUCTION BY LOSS BY
OF « FISSION « DIFFUSION OUT OF
CONCENTRATION | = | «RESOLUTIONFROM | - | THE GRAIN
OF SINGLE GAS INTRAGRANULAR « NUCLEATION OF (29)
ATOMS GAS BUBBLES GAS BUBBLES
« GAS BUBBLE
CAPTURE

Biased effects are implicitly included in the above. Modeling of biased migration
effects can likewise be simplified since biased migration would be minimal in UN at
low temperatures and at high temperatures the time available severely limits atom
and bubble movement. Specific simplifications to biased effects will be discussed in
sections dealing with those effects.

For gas bubbles, a similar production-loss equation can be wntten:

RATE OF CHANGE PRODUCTION BY LOSS BY
OF « FISSION » DIFFUSION OUT OF
CONCENTRATION | = | » NUCLEATION OR THE GRAIN
OF GAS BUBBLES COALESCENCE OF * GAS ATOM CAPTURE
OF ‘N’ ATOMS SMALLER BUBBLES AND BUBBLE
* RESOLUTION FROM COALESCENCE
THE NEXT LARGER * RESOLUTION 30
INTRAGRANULAR * CRYSTALLINE (30)
GAS BUBBLES DEFECT CAPTURE
* RELEASE FROM * GRAIN GROWTH
CRYSTALLINE
DEFECTS




The same arguments, as for single gas atoms, can be used to eliminate

effects from crystalline defects and grain growth. The bubble rate equation can thus

be simplified:
RATE OF CHANGE PRODUCTION BY LOSS BY
OF * FISSION * DIFFUSION OUT OF
CONCENTRATION  NUCLEATION OR THE GRAIN
OF GAS BUBBLES COALESCENCE OF * GAS ATOM CAPTURE
OF ‘N’ ATOMS SMALLER BUBBLES AND BUBBLE
* RESOLUTION FROM COALESCENCE

THE NEXT LARGER * RESOLUTION
INTRAGRANULAR
GAS BUBBLES

Vacancies and interstitials can be treated likewise with an overall equation:

RATE OF CHANGE
OF
CONCENTRATION
OF VACANCIES
AND
INTERSTITIALS

PRODUCTION BY

* FISSION

* RELEASE FROM
BUBBLES

* RELEASE FROM
CRYSTALLINE
DEFECTS

* RELEASE FROM
GRAIN
BOUNDARIES

LOSS BY

* DIFFUSION TO
GRAIN BOUNDARIES

¢« RECOMBINATION

* BUBBLE CAPTURE

* CRYSTALLINE
DEFECT CAPTURE

(31)

(32)

Unlike gas atoms and bubbles, effects from crystalline defects are included as they

provide the driving force for bubble growth [5,86]. Matthews and Wood [15] note

that the effect of crystalline defects as vacancy sources will be negligible compared

to the grain boundary for grains less than 100um. However, vacancy effects from

crystalline effects are important for determining the vacancy/interstitial balance, and

thus vacancy emission from defects is included. Release of interstitials from sinks

are considered negligible since the equilibrium concentration of interstitials in UO,,

and presumably UN, is negligible [5,87]. Release of vacancies from bubbles and
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grain boundaries are not incorporated explicitly, but as boundary conditions when

solving equations for the overall concentrations. Thus, the simplified equation for

vacancies and interstitials is:

RATE OF CHANGE
OF

CONCENTRATION
OF VACANCIES
AND
INTERSTITIALS

PRODUCTION BY
¢ FISSION

LOSS BY
* DIFFUSION TO
GRAIN BOUNDARIES

* RECOMBINATION
* BUBBLE CAPTURE
* DEFECT CAPTURE

(33)

The rate equation describing bubble vacancy adjustment is a modified

version of the simplified bubble rate equation:

RATE OF CHANGE
OF

CONCENTRATION
OF VACANCIES
ASSOCIATED WITH
GAS BUBBLES OF

‘N” ATOMS

The actual number of vacancies in a single bubble is obtained by dividing the

PRODUCTION BY

* NUCLEATION OR
COALESCENCE OF
SMALLER BUBBLES
TIMES THE SUM OF
VACANCIES
ASSOCIATED WITH
CONTRIBUTING
BUBBLES

* RESOLUTION FROM
THE NEXT LARGER
INTRAGRANULAR
GAS BUBBLES
TIMES VACANCIES
ASSOCIATED WITH
NEXT LARGER
BUBBLE

* BUBBLE CAPTURE
OF VACANCIES

LOSS BY

* DIFFUSION OUT OF
THE GRAIN TIMES
VACANCIES
ASSOCIATED WITH
GAS BUBBLE

* GAS ATOM CAPTURE
AND BUBBLE
COALESCENCE
TIMES VACANCIES
ASSOCIATED WITH
GAS BUBBLE

* RESOLUTION TIMES
VACANCIES
ASSOCIATED WITH
GAS BUBBLE

* BUBBLE CAPTURE
OF INTERSTITIALS

solution to the above equation by the bubble concentration.

(34)

The form of the equation used in REDSTONE is the calculation of bubble

radii, not the calculation of bubble vacancies. The bubble radius depends directly on

the number of vacancies. The radius equation can thus be related to the above
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equation describing bubble vacancies. Many of the properties discussed in earlier
chapters also depend on the bubble radius. The bubble radius, in turn, indirectly
depends on the fuel properties. Calculating the bubble radius directly allows one to
update these properties concurrently, improving the stability of calculation. The
specifics of converting from the bubble vacancy equation to the radius equation will

be covered in later sections and chapters.

4.2 1-D Diffusion Equation in Spherical Coordinates
The diffusion equation for a single species (n=1 for atoms, n>1 for bubbles,
n=v,1 for vacancies, interstitials respectively) can be written in general terms as

aC,
ot

- V(DVC) +ay + BiCy+1,CE + FpuCuCi+ J s 336G

ken ken ken jen (35)
where C, = the unknown quantity of n’th species (concentration or vacancies per
bubble), D, = diffusion coefficient, &, = constant factors, B, = constant multipliers
of the unknown quantity, y, = constant multipliers of the square of the unknown
quantity, p,, = constant multipliers of products of the unknown quantity and k’th
species, &,; = constant multipliers of products of k’th and j’th species, 7, = constant
multipliers involving the k’th species. Note that the ‘j’ index in the double
summation term begins at ‘k’ rather than ‘1°. Since there is no distinction between
contributions from ‘C,C;’ or ‘C;Cy’, starting the summation at ‘1’ would wrongly

include a second contribution from this term.
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For 1-D spherical coordinates the gradient term, which describes the

diffusion loss out of the grain, becomes

V+(D,VC,)~— ar(D,,za;) (36)

Since the diffusion coefficient is held constant during calculations, this equation

becomes

Da/ 3G,

ve (DVC) r\ ar}

(37)

The specific multipliers of the overall equation are determined by the
individual processes. These processes are listed in table 4 by species type and which
multiplier is affected. Individual processes are discussed in more detail by equation

type below.

4.3 Gas Atom and Bubble Concentrations
With the exception of biased diffusion out of the grain, the processes

governing the change in gas atom and bubble concentrations are described by

aC,

n+lCn+an+l - 32”RnDnC:

- z[m(a..mk)(o..wk)-n(&,mﬂn—nl]c..ck

kwn
n/2

2-1Cnt = BaC N, + b

[‘“’(Rn k+Rk)( n—k+Dk) ”(Rn k+Rk |p Vkl]c (38)

k-n
where each of the terms are in order of appearance: diffusion, source loss from
producing the next larger bubble, source gain from the next smaller bubble,
resolution loss to the next smaller bubble, resolution gain from the next larger

bubble, self-coalescence loss, coalescence loss from random and biased effects, and
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Table 4
Identification of Processes
. Vacancies and Bubble V = .oy
Single Atoms Bubbles Intersutials Adjustn.. .
« TOTAL FISSION GAS « TOTAL VACANCY
PRODUCTION RATE AND INTERSTITIAL
PRODUCTION RATE
a * EFFECT OF BUBBLE
OVERPRESSURE ON
VACANCY CAPTURE
* FRACTION OF « PRODUCTION BY __ * LOSS FROM  LOSS DUE TO
PRODUCTION FISSION CAPTURE BY DIFFUSION,
ATOMS DEPOSITED  (PROBABILISTIC) BUBBLES AND RESOLUTION RATE,
IN EXISTING * LOSS BY RANDOM DEFECTS AND COALESCENCE
P BUBBLES DIFFUSION OUT OF RATE OF BUBBLE
+ LOSS BY RANDOM THE GRAIN
DIFFUSION OUT OF
THE GRAIN
« LOSS BY - LOSS BY ISO-
y NUCLEATION OF BUBBLE
GAS BUBBLES COALESCENCE
« LOSS BY GAS < LOSS BY GAS ATOM * LOSS FROM
BUBBLE CAPTURE ~ CAPTURE AND RECOMBINATION
BUBBLE
COALESCENCE
< PRODUCTION BY * GAIN FROM
NUCLEATION OR COALESCENCE OF
€ COALESCENCE OF BUBBLES
SMALLER BUBBLES
e PRODUCTIONBY __ * PRODUCTION BY * GAIN FROM
RESOLUTION FROM  RESOLUTION FROM RESOLUTION OF
INTRAGRANULAR THE NEXT LARGER BUBBLES
Tl  GAS BUBBLES INTRAGRANULAR
GAS BUBBLES

coalescence gain from random and biased effects. Each will be discussed in the

following sections.

4.3.1 Production by Fission

The production of gas atoms by fission can be represented by
K =Y F (39)
where Y = yield of fission gas atoms per fission and /= fission rate. Both the
yield and fission rate are taken as constant within a time step and spatially. This

latter constraint is consistent with the fast neutron flux expected in the reactor core.




The yield of fission gas atoms per fission was taken as 0.25 [5] from consideration
of the stable isotopes of krypton and xenon.

Researchers generally have considered the fission gas source to contribute
only to single gas atoms. However, scoping calculations revealed that if gas atoms
are immobile, then the final density of atoms is too great to be realistically supported
by the lattice. Because of the high density, there is a distinct possibility that
deposition of gas atoms in latter stages of operation would have a finite probability
of forming new bubbles or increasing the size of existing bubbles. Such a process
can be modeled by considering the overall fission gas source to be divided up into
separate components for single atoms and each bubble size. Apportionment is
determined by calculating the ratio of nearest neighbor lattice sites for a particular
bubble size to the total number of lattice sites available within a unit volume.

Lattice sites, whether filled or unfilled, are assumed to always exist and no
calculation is done to alter the dimensions of the fuel grain. Since the number of
lattice sites remains constant, the total number of lattice sites in a unit volume can be

calculated once at the beginning of calculations, i.e.
N == (40)

where a,, is the lattice constant. The number of nearest neighbor lattice sites for a
single gas atom in a face-centered-cubic (FCC) structure is 12 [S]. The number of
nearest neighbor lattice sites for a bubble can be calculated from the surface area of
the bubble and the (average) density of lattice sites on the surface. When multiplied
by the bubble concentration, C,, this gives the total nearest neighbor sites for a

bubble size in a unit volume. The bubble surface area 1s

A, = 4nR? (41)
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where R,, is the radius of bubble with ‘n’ atoms. In caiculating the density of lattice
sites on a bubble surface, most investigators consider only the (100) crystal
direction. A more accurate density can be calculated by considering the three
principal directions (100), (110), and (111) and taking an average. Lattice site

surface densities for each direction are:

2 . 5
= R w
(100) (110) (111)

The average of these three directions is 2.10032 47 Combining with the bubble
surface area, the number of nearest neighbor sites to a single bubble is given by
Nearest Neighbors = 8.401287R?a;* . (43)
Multiplying by the bubble concentration and fission gas source, and dividing by the
total number of lattice sites, the source term for bubble one atom larger than ‘n’ is
given by

K, =B.C, = 8.4012871R%a,C, Vi F . (44)

Correspondingly, the source for single atoms deposited in the grain is given by

N N N 5 .
K, = a, - Y B.C, = YrgF - Y 8.40128aR,a,C, Ve F . (45)

nwj ne=|

4.3.2 Nucleation

Historically, nucleation of bubbles has been treated homogeneously with
modifying terms added to account for heterogeneous effects [88, 89, 90].
Heterogeneous nucleation has periodically been explicitly applied in an effort to
explain anomalies in observed trends [91]. Heterogeneous nucleation was utilized in
the BUBL code [87]. However, this code also assumed gas release from the grain

occurred entirely from bubble motion and bubble interactions occurred only at




dislocations. Single gas atoms in the matrix only served to nucleate and increase the
size of bubbles on dislocation lines. Robertson [92] makes the observation that
applied heterogeneous nucleation is on a scale so fine that little difference exists
between the two approaches in practice. This is supported by the calculations of
Dollins [93] which indicated that a gas atom is several orders of magnitude more
likely to meet another gas atom than a dislocation. Also, Wamner and Nichols [94]
note that the parameter-fitting used to adjust models to actual expernimental data
minimizes any large discrepancies between the two models. In REDSTONE,
homogeneous nucleation is applied with the only heterogeneous effect being the
probabilistic production discussed in the previous section. This assumption appears
legitimate since fission damage will be lower in UN than in UO, and crystalline
defect concentration will be negligible compared to the bubble density.

Typically, a stable nucieus of a bubble is considered to be a diatomic cluster
of gas atoms [88]. All researched modeling efforts have assumed this, and this will
be assumed to be the case here. The modeling of bubble nucleation will introduce a
loss term into the single gas atom equation and a gain term into the equation
describing diatomic gas bubbles. Gain of diatomic bubbles through nucleation is
described by an equation given by
Gain Nucleation Rate = k;,C? (46 )
where C, = gas concentration and &,, = rate constant. The nucleation loss term for
single gas atoms 1s
Loss Nucleation Rate = -2k,,C? . (47)
The equation is multiplied by two because two gas atoms are removed for every

diatomic cluster formed.

48




Following a purely theoretical approach, Olander [5] derived the rate
constant for single vacancy processes, k., in terms of a combinatorial number and
basic properties of the fuel and gas atom, 1.e.

2D,
by, =2 (48)

ao
where D, = diffusion coefficient of vacancies, z,, = a to-be-determined
combinatorial number, Q = volume per lattice site = a;:'/4 for a FCC lattice structure,
and g, = lattice parameter. The combinatorial number as calculated by Olander is
based on the number of nearest neighbors, the species jump frequency, and the
species concentration. For a FCC structure, the calculated combinatorial number is
84. In consid.ering interactions between xenon atoms, Olander states that the
combinatorial number is probably higher than an atomic value (such as for
vacancies) because evidence suggests that the xenon atoms migrate as a complex
involving the xenon atom and several vacancies. Researchers have estimated that a
single gas atom is combined with two to four vacancies, with the most probable
being a neutral trivacancy in UQ, [95,96]. For UN, there have not been any studies
to determine the optimum number of vacancies associated with a gas atom. Since a
neutral set of vacancies seems most logical, a gas atom in UN will be assumed to
consist of the atom and a neutral divacancy. Olander does not calculate the
corresponding combinatorial number for a xenon-vacancy complex nor does he give
an indication of how much larger this number shoulid be than the atomic value. If
the number of occupied nearest neighbors to the complex are the controlling factor,
as indicated by Olander’s analysis, then a divacancy complex in UN would have 18
versus 12 nearest neighbor sites. Based on this change alone, the combinatorial

number becomes 126. However, this is an overly simple adjustment and there are
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probably other mitigating factors, such as the effect of divacancies associated with
the jumping atom as well as whether a gas atom jumping into a nearest neighbor to a
vacancy constitutes nucleation, which might reduce the combinatorial number.
Other researchers have successfully utilized a single vacancy mechanism
(combinatorial number = 84) to describe xenon migration [88]. Because of the lack
of evidence concerning xenon-vacancy complexes in UN and thus the calculation of
a combinatonal number, a combinatorial of 84 will be assumed. In order to convert
from the vacancy form of the rate constant to a rate constant for xenon, Olander
states that in the case of an atomic species other than a vacancy, all one needs to do
is replace the vacancy diffusion coefficient in the above equation with the
appropriate atomic diffusion coefficient. Interestingly, had the appropriate atomic
diffusion coefficient been used in Olander’s development of the above equation the
vacancy fraction, x,, would have appeared in the denominator of the rate constant.
This happens because of Olander’s definition of the diffusion coefficient for an
atomic species, 1.€.

A D, =a’x,w (49)
versus the definition for the vacancy diffusion coefficient, i.e.
D, = a’w (50)
where w = the jump frequency of the species. One possible reason for this
discrepancy is that an atomic species interacting with another species (gas atom,
dislocation, bubble, grain boundary) will essentially ‘see’ a vacancy fraction of one
due to the vacancies associated with the secondary interacting species. Certainly,
the vacancy fraction would be expected to be greater than in the bulk matnx. If a

vacancy fraction of one is not the case, then assuming it to be so will give the




maximum rate of interaction. Making appropriate substitutions and notation

changes, the rate equation becomes

2,82
by~ S (1)

a,
where D, = diffusion coefficient of single xenon atoms and z,, =z, = 84. The rate
constant for nucleation is given by
kyy =21a,Dy (52)
leaving a nucleation rate of
Nucleation Rate = 42a,D,C? (53)
where k,, was multiplied by two to account for both gas atoms being mobile [5].
Most recent researchers have expressed the nucleation rate from a less
theoretical approach, based on the work of Chandrasekhar [34] who developed rate
equations for use in colloidal chemistry. Rest [17] expresses the nucleation term as
Nucleation Rate = 16 D,C? (54)
where F; = probability that two gas atoms which come together actually stick and
R =radius of volume occupied by the intragranular gas atom. Hayns and Wood
[97] use a similar expression that does not include the sticking factor and is lower by
exactly a factor of two.
An effective radius of a gas atom, R,, can be calculated by assuming an

atomic volume of Q= @*/4 and equating this with the volume of a sphere, g xR,

giving

3
R = "01’1?; = 0.69336a, . (55)

This gives a reaction rate (with F,=1) based on Chandresakhar’s work of

Nucleation Rate = 34.8521a, D,C? (56)
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which is approximately 20% less than that of Olander (45% if a combinatonial
number of 126 is used). Esteves [68] has compared Chandresakhar's equations to
more exact (and complex) theoretical rate equations [98] and concluded that both
are of comparable accuracy. Given the relative closeness of the two results, the
degree of uncertainty currently present in fuel modeling, and the conclusions of the
above study, it is reasonable to utilize Chandresakhar’s equations for bubble
nucleation. Since they are also more efficient and straightforward in fuel modeling
codes, their use in REDSTONE seems more than justified. It will be seen later that
this has advantages as bubble coalescence and atom capture can be treated similarly.
A sticking factor is not used in program REDSTONE as its use by Rest appears to
be as a fitting parameter to adjust his code to actual data.

The previous discussion of nucleation was based on theory involving random
effects. In a temperature gradient, atoms and bubbles will experience an additional
force pushing them in a single direction at a speed proportional to the temperature
gradient and thetr size. For nucleation, no additional biased terms are reeded since
all gas atoms at a particular location are pushed at the same velocity. Only random

effects will contribute to the nucleation of bubbles.

4.3.3 Coalescence and Capture

Bubble coalescence and gas atom capture are expressed, as for nucleation,
through a rate equation. In this case two concentrations must be considered, one for
the bubble and one for either the gas atom or other bubble, i.e.
Coalescence Rate = £,,C,C, (57)
where C,,C, = concentrations of bubbles with ‘k’ and ‘n” atoms respectively and

k.= rate constant for the reaction. Again, analysis of this equation will be
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approached first from theoretical considerations and then from the equations of
Chandrasekhar, the form typically used.

Theoretical analysis of the rate constant has been performed by Olander [5].
The method of analysis he uses depends on the predominant process controlling the
reaction. Coalescence of reacting species (bubbles, atoms, or vacancies) which are
of comparable size, and thus comparable mobilities, is considered to be reaction rate
controlled, as was the nucleation rate developed in the previous section. When one
of the species is much larger than the other, the process is diffusion limited due to
the establishment of a concentration gradient of the more mobile species around the
larger species. Between these two extremes a combination of these two processes
exists. Interactions between gas atoms and bubbles will be treated as reaction rate
controlled as bubble sizes are expected to be small in the scenario here. Interactions
between bubbles will be treated likewise. Interactions between bubbles and
vacancies/interstitials are treated as diffusion controlled, both theoretically and in
practice, as vacancies and interstitials will have much higher diffustvities than the
bubbles involved in the intcraction. Diffusion controlled reactions will be discussed
in the section dealing with vacancy-bubble interaction.

In general, bubble interaction rates based on reaction rate control are
cumbersome to calculate from purely theoretical concemns. Partly, this is because
one must calculate analogous terms to the jump distance and jump frequency used
for atomic species. The difficulty in calculating these terms involves the more
general question of what constitutes the formation of the coalesced bubble.
Although the time required for a single coalescence 1s usually considered to be
negligible, it is not instantaneous and involves the movement of many atoms from

start to finish. This complication manifests itself in the calculation of the
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combinatorial number, z,, used in the rate constant. However, the interaction of a
single gas atom (treated as an atomic species) and a stationary bubble (gas atom
capture) is simple enough that a combinatorial number can be calculated using a
modification of Olander’s analysis of vacancy-vacancy interactions. In the
following analysis gas atom capture by a bubble will be considered, with the
modification that the vacancy fraction will be taken as one.

The rate constant for gas atom capture, analogous to that for nucleation, is
given by

21,820,
= _2-——

ki (58)

a,

where £2 = atomic volume, a_ = lattice constant, z, = combinatorial number, and
D,= diffusion coefficient of the single atom. Because only D | is present in the
above equation, it is implicitly assumed that the bubble is stationary. In order to
calculate a rate constant for two mobile species, it is necessary to calculate £ ; and
add this to k. It is for this reason that the nucleation rate constant in the previous
section was multiplied by a factor of two (k,,+4,,). As discussed previously, the
calculation of &, is complex as it requires the probability of a bubble ‘jumping’ next
to a gas atom. The bubble has been assumed stationary for this reason. However,
by considering only £,,, an acceptable value for comparison can still be obtained
since the magnitude oi’ k., will be smaller than £, due to the gas atom being the
more mobile species.

The deveiopment of the rate constant, following Olander, begins by first
considering the rate of formation of bubbles containing ‘n+1’ atoms through capture
of a single gas atom, i.e.

Interaction Rate = P,,,C, (59)
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where P, | = probability that a gas atom jumps into a site nearest neighbor to the
bubble. A gas atom that jumps into a nearest neighbor site is assumed to become
part of the bubble. The probability P_,, depends on the number of nearest neighbors
as well as the probability per second that a gas atom jumps into a particular site.

The number of nearest neighbors to a bubble has previously been calculated to be
Nearest Neighbors = 8. 4012811:R§a;2 . (60)
Thus, the probability per second that a gas atom jumps into a nearest neighbor site is
given by

P

> .1 = 8.401287R%a;2P, (61)
where P_= probability per second that a gas atom jumps into a particular site. The
probability P, can be obtained by considering the number of sites next to a specific
nearest neighbor site which are not themselves nearest neighbors. One must also
consider the probability that a particular site is occupied by a gas atom and the jump
frequency of the gas atom in a particular direction.

The number of sites next to a nearest neighbor will range between four and
seven. Four sites are present when considering a planar bubble surface (as for a
large bubble), while seven sites are present in the case of nucleation. The
probability that a particular site is occupied by a gas atom is given by C,2. The
Jump frequency of gas atoms in the matrix can be obtained from theory for the
diffusion coefficient (x, = 1), i.e.
D, = atw (62)
where w = jump frequency of xenon atoms. Rearranging, one gets the jump

frequency in terms of measurable quantities,

D
W= (63)

a,




Putting these quantities together gives

2 2
P, - (8,40123352-)(%;2)(9}) - 33.605lr 2 pCQ | (64)

(] (] (]

The rate of gas atom capture for bubbles of ‘n’ atoms is then

Capture Rate = 33. 6051n§-D1C,QCn (65)

o

giving a rate constant of

2
b, =220 33 605105 D2 (66)
aO aO
and a combinatorial number of
2
Zy = 33.6051:::£2 ) (67)
a

o

The value for a, for UN is approximately 4.889x108 cm. Substituting this into the

rate equation gives

Capture Rate = 1.7184 x 10* aR2D,C,C, . (68)
As with nucleation, many investigators [17,97] handle random gas atom

capture following Chandrasekhar [34], 1.e.

Rate = 4a{ D, + D, (R, + R,)C,C, . (69)

The form of this equation is identical to that used for bubble coalescence, and

similar to that for bubble nucleation. It thus provides a uniform theoretical treatment

of gas atom and bubble interactions. Both bubble and gas atom motion are included,

i.> neither species is assumed stationary. If the bubble is assumed stationary

(D,=0) the rate equation becomes

Rate = 4xD\(R, + R,)C,C, . (70)
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This equation differs from that derived using Olander’s approach through a linear
versus quadratic dependence on bubble radius. An inspection of the equation based
on Chandrasekhar reveals that as the bubble becomes much larger than a single
atom, the theoretical form of the diffusion limited reaction is achieved, i.e.
Diffusion Limited Rate = 4aR D,C,C, . (71)
The equations of Chandrasekhar, at first glance, appear vastly different from
the reaction limited equations based on a purely theoretical treatment (with its
associated assumptions). A more direct comparison can be made by first
considering nucleation and substituting for R, and R, which are both approximately
3.072x10% cm. In this case, the theoretical equation (with D, assumed to be zero)
becomes
Nucleation Rate = 1.62 x 10~ aD,C,C, (72)
while the equation according to Chandrasekhar becomes
Nucleation Rate = 2.46 x 10™” zD,C,C, . (73)
The two rates are comparable and certainly within any error associated with the
assumptions made. If, instead, a bubble of 25x10® cm radius is assumed for R,

then the rates become

Theoretical Rate = 1.07 x 107 zD,C,C, (74)
and
Chandresakhar Rate = 1.12 x 10°2D,C,C, . (75)

The difference between rates is now an order of magnitude and increasing as bubble
size increases. Another shortcoming of the theoretical analysis was that the bubble
was assumed to be stationary, at least relative to the gas atom, which is certainly not

the case for analysis just presented. Thus the accuracy of the theoretical treatment




as applied is questionable, even for the regime where reaction rate control would be
dominate. It should be apparent from the above analysis that the theoretical
approaches for bubble and gas atom interactions are not applicable over the full
range of bubble sizes. The approach using the equations of Chandrasekhar does
seem to accommodate the full range, with acceptable agreement for reaction rate
control and convergence to the theoretical limit for diffusion control. The
conclusion can be made that the theoretical approach as applied by Olander is
inaccurate for the full range of bubble sizes and too difficult to use. The approach
taken from the work of Chandrasekhar provides a viable alternative to describe
interactions over the entire range of bubble sizes. The reaction rate for interaction of
two bubbles, according to Chandrasekhar, would be

Rate = 47( D, + D, R, + R,)C.C, (76)
which is also the same form resorted to by Olander in applying coalescence to his
own program and is the form chosen for use in REDSTONE. For self-coalescence
loss, this rate is multiplied by two since two species of ‘n’ size are removed for each
reaction.

For biased effects due to a temperature gradient, additional terms are
required for any two species of different size. Bubbles of the same size would not
interact for the same reason there is no biased nucleation. The force expenenced by
a bubble in a temperature gradient is due to the difference in surface atom energies
between the ‘hot’ and ‘cold’ sides of the bubble. The atoms on the hot side will
have more energy allowing more atoms to escape from the surface and travel along
the inside of the bubble. Some of these atoms will come to rest on the cold side
where they will lose their energy and remain. The result will be a net flux of surface

atoms to the cold side of the bubble and a migration of the bubble up the
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temperature gradient. Biased bubble motion is treated as if a force is acting on the
bubble as a whole, and is proportional to the bubble size and the temperature
gradient within the bubble. Because of the lower thermal conductivity of the gas
within the bubble, the temperature gradient within the bubble is higher than in the
bulk matrix. For a spherical bubble, the effective temperature gradient on the

bubble, VT, is related to the temperature gradient in the bulk matnx, VT, by
VT, = 2VT . (77)
The velocity of a bubble in a temperature gradient is given by the Nemst-Einstein

equation

I/u - DSF;I
kT

(78)

where k£ = Boltzman constant, D, = Surface diffusion coefficient, and the force, £, 1s

given by
7 L]
P;-('ZF)%VR (79)

where (] is the activation energy for surface atoms breaking loose from the surface.
Although D, has been measured for UN, Qs' has not. However, Olander [5] notes
that the value recommended by Maiya [79] for UO, is approximately 80% of the
heat of vaporization. This result is reasonable considering that jumps of surface
atoms involve atoms which almost leave the surface permanently. Thus, an estimate
of Q. for UN can be obtained by assuming it to be 80% the heat of vaporization .
For UN, this value has been reported as 1.1250x 10! ergs [99], corresponding to a
Q. of 9.0003x 1012 ergs.
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In a given temperature gradient, it is the size of the bubble that determines
the velocity. The coalescence rate will therefore depend directly on the relative

velocities of the two bubbles, as well as the cross section for interaction, i.e.

Biased Coalescence Rate = n{R, + R, )|V, - K|C.C, - (80)

4.3.4 Resolution

The rate of resolution of gas atoms from bubbles is commonly treated by
applying a resolution parameter, b, to the bubble concentration, i.e.
Resolution Rate = bC N, (81)
where C, = concentration and ¥, = number of gas atoms in the bubble.
Experimental measurements [100,101] have placed the resolution parameter for UO,
in the range 1.8x10* < |b| < 3.6x10*. Theoretically, the resolution parameter has
been described by a variety of different methods based on various theories. One
theory of resolution [102] attributes the process to the production of a thermal spike
from a passing fission fragment in the vicinity of a gas bubble. The thermal spike
creates temporary disorder in the lattice surrounding the bubble completely mixing
fission gas atoms with matrix atoms. The simplest model of this theory {103]
proposes that all bubbles intersected by a fission fragment track are entirely
destroyed. Obviously, this model works best for small bubbles. The resolution
parameter in this case is given by
b = 2R g F (82)
where R, = radius of bubble with ‘n’ atoms, K= distance travelled by a fission
fragment during slowing down from birth energy, and 2xR: = the bubble cross
section for annihilation. Because whole bubbles are destroyed in the above theory,

the loss rate of bubbles due to resolution is given by bC| rather than bC_V,,
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A modification of the above model [104] suggests that the cross section for
annihilation is not the bubble cross section, but a cross section determined by a
cylinder of disorder created along the fission fragment track. The cross section for
annihilation would then become 2a(R? - R}), where R is the radius of the damage
cylinder. Complete annihilation of a bubble would occur if it was totally within this
cylinder. For bubbles larger than this cross section, a passing fission fragment
would simply decrease the size of the bubble.

Another proposed theory of resolution [105] is that a passing fission
fragment blasts off chunks of the matrix onto the opposite wall of a bubble through a
pressure pulse, trapping fission gas in the process. Full conditions for the resolution
processes above have been discussed by Blank and Matzke [8]. However, the above
theories probably do not describe resolution in a fuel like UN, which has a higher
thermal and electrical conductivity than UO, [8,106]. For UN the resolution
constant is expected to be at least an order of magnitude less.

Other resolution models [10,107,108], based on theory attributed to Nelson,
propose a knock-on process whereby the fission fragment physically knocks
individual gas atoms out of the gas bubble into the matrix. In this theory, the
resolution parameter is given by [5]

Tenin
b= f¢(Eﬁ)o(Eﬁ,T)dEﬁ-20(Eﬂ“‘“,Tm)ln(’§.“ )uﬁﬁ (83)

max win
Egy

where E = the energy of a fission fragment at some point in the slowing down
process, £g"* = the maximum energy of a fission fragment, ¢(£;;) = the energy
spectrum of the fission fragment flux, 7, = minimum energy required to

completely redissolve the gas atom, o( £y, T) = transfer cross section for




energy Tto 7+dT from a fragment of energy Eg This resolution parameter is highly
dependent on the minimum energy needed for resolution. This minimum energy
will increase with increasing temperature since gas atom mobility at higher
temperatures will make it easier for an escaped gas atom to diffuse back to the
bubble. Olander calculates the above resolution parameter using values of

EF™=6TMeV, u = 6 micrometers, and two values of 7,

mn’

300eV and 1 keV. The
calculated values are b=1.1x10"'°Fand 5=4.1x10"°F for T,;,,=300 eV and 1 keV,
respectively. These calculated values are about an order of magnitude lower than
experimental values in UO,. Nelson [10] tried to correct for this by estimating the
additional effect of resolution from secondary knock-ons. However, in a fuel such
as UN, it is not clear that secondary knock-ons would be produced as easily as in
UO,. For UC, the theoretical single knock-on resolution rate has been shown to be a
satisfactory estimate of the experimental resolution rate [9]. Since UN has similar
electrical properties, the same conclusion is made for UN. Thus, values of the
resolution parameter used in REDSTONE come from the theoretical calculated
values of Olander. Resolution at low temperatures (<500 K) utilizes the
T_..=300eV value, while resolution at high temperatures (> 1500 K) utilizes the
T,i.=1 keV value, with prorated values between these two extremes.

The above resolution parameter is all that is required for small bubbles. For
large bubbles, the energy imparted to a gas atom in the center of the bubble may not
be enough to force the atom past other gas atoms and out of the bubble. Only gas
atoms located within a distance, d, of the surface will have enough energy to be
ejected from the bubble. Nelson estimates this distance to be about 15 A, increasing

with decreasing bubble gas density according to the relationship,
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/B
Pa

d

(84)

where B = the van der Waals constant for xenon and p, = the gas bubble density.
From the van der Waals equation of state and the proportion of the outer shell of
thickness, d, to the total bubble volume, a resolution efficiency for large bubbles is

obtained, 1.e.

3
1 1(kT
ﬂnﬂl—{l—IS[E+§(§)}} (85)

where R = the bubble radius (A), B = the van der Waals constant, £ = Boltzman
constant, and y= surface energy. Thus the resolution rate for bubbles with R >15A
is

Resolution Rate = n, bC N, . (86)
Since resolution introduces single gas atoms back into the matrix, the summation of

all resolutions of bubbles provides a source term for single gas atoms.

4.3.5 Diffusion Loss Due to a Temperature Gradient

When the grain is subjected to a temperature gradient, gas atoms and bubbles
will be forced in a single direction without regard to the symmetry of the grain. For
long term operation, this introduces serious complications to the modeling of the
fuel grain, i.e. one must develop additional equations and methods to handle the 3-D
problem. Because of the difficulty of modeling the 3-D equations, unique solving
methods are required. Fortunately, the scenario to be modeled here introduces few
biased effects as a result of 1) the essentially negligible temperature gradient during
long term operation, and 2) the short duration of operation when a temperature
gradient becomes important. The simplifications to the 3-D case to be made here

are designed to retain as much of the biased effects as possible, but still maintain




1-D symmetry in the grain. Biased effects have already been introduced into the
coalescence terms. In this section, a method will be described for accounting for gas
and bubble loss to the grain boundary due to the temperature gradient.

In relation to a spherical fuel grain, the effect of a biased force will be to
shift all bubbles of the same size a distance ‘A’ of a time period At. This distance is
determined by the velocity of the bubbles. In the case of different sized bubbles, a
separate ‘A’ would be associated with each size. Other investigators [15,109,110]
had tackled this asymmetry problem by simply calculating the amount of overlap
between two identical spheres separated by a distance ‘A’. The fraction of this
volume to the total volume of one of the spheres was taken to be the fraction of
fission gas retained in the fuel grain. This appears to be the only method used by
1-D codes to model transient release of fission gas from the grain. The volume of
the overlapping regions is given by [111]

2o

where R, = grain radius. Dividing this by the volume of the sphere, 5::1{, and

subtracting from one gives the fraction released, i.e.

Release Fraction =1 - fj—(f—:;xT—hl : (88)
The distance ‘A’ is determined by multiplying the bubble velocity by the time step.
The bubble velocity used is the average across the fuel grain for a particular bubble
size. A sphere the size of the fuel grain is then shifted to determine the percentage
loss of bubbles of that size. The percentage loss is applied to all nodes in the grain.

Each bubble size 1s considered separately, but elements and nodes are not. This




relatively simplistic approach was used because of the difficulty of accounting for

asymmetric movement of bubbles from element to element and node to node.

4.4 Bulk Vacancy and Interstitial Concentrations

The processes governing bulk vacancy change in the fuel grain are described

by
8;;2 = DV*C, +K, - aC,C, - Z,D,p,C,
§4n 2— 2y
- RanCn Cv—Cjexp - Pn" — 1Ly ( 89 )
=1 kT R,

where the terms are in order of appearance: diffusion, source, loss to dislocations,
and loss to bubbles. The corresponding equation for interstitials 1s

N
%o DVPC 4 K- aC,G ~ ZDPC, - Y ATRDGC, (90)

k=1

where each of the terms are analogous to those in the equation for vacancies.
Effects from grain boundaries are accounted for through appropriate boundary
conditions, not as explicit terms in the equations. Each of the above terms will be

discussed 1n the following sections.

4.4.1 Production by Fission

The production of vacancies and interstitials via fission has not been
experimentally investigated for UN. For UO,, researchers have estimated a
production rate of 104 F Qto 5x10% F Q[112, 113] with better agreement to
experiment being obtained for values close to 5x10° F Q. Since production of
fission damage in UN is expected to be lower than in UO,, one would expect that
production of vacancies and interstitials would also be lower. An estimate of the

production rate in UN can be obtained by comparing experimental values for
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fission-enhanced diffusion in both UN and UO,, Since fission-enhanced diffusion is
attributed to the vacancies produced from fission, such a comparison should provide
a basis to estimate vacancy production in UN from the corresponding value for UO,.
Fission-enhanced diffusion was discussed in section 2.3.2.2. In that section, it was
seen that the diffusion rate in UO, was one to two orders of magnitude larger than
that in UN. Assuming the vacancy and interstitial production rates in UN are the

same order of magnitude lower, the production rates for UN can be estimated to be

K, =K =5x10°FQ . (91)

4.4.2 Recombination

Olander [5] has given a detailed discussion of the interactions between point
defects, expressing rate constants in terms of combinatorial numbers. His approach,
discussed in previous sections, assumed that defects must jump into nearest neighbor
positions to interact. However, Gibson [114] has shown that vacancies have a large
sphere of influence extending beyond simple nearest neighbors. Olander does not
specify what the actual sphere of influence for recombination is, except to suggest
that the combinatorial number is approximately 10 times larger (approximately 100
atom volumes) than the nearest neighbor treatment (12 atom volumes). Straalsund
and Guthrie [67] use a sphere of influence ranging between 12 and 500 atom
volumes. Dollins and Jurisch [71] use a combinatorial number of 5040, equivalent
to an atom volume of about 500 atoms. Using this number, the loss rate due to

recombination is

504082 D. + D,
Recombination Rate = aC,C; = (2‘ +D,) C,C, (92)

a,




where g, is the atomic jump distance. Although it is clear that a simple nearest
neighbor treatment is insufficient for recombination, the exact sphere of influence to
use is unclear. For program REDSTONE, the loss rate utilized by Dollins and

Jurisch is adopted since it does provide for a larger sphere of influence.

4.4.3 Dislocation Interaction

Although dislocations are assumed to have a negligible effect on bubbles,
they are included for vacancies and interstitials because studies have indicated that
the slight bias dislocations have for interstitials provides the driving force for void
growth [5,67,115]. One of the difficulties in including dislocations is determining
their types and densities. To complicate matters, both of these can change over time
with dose and temperature. Theoretical treatments have attempted to account for
different dislocation types and applied them to the behavior in structural matenals
such as steel [115,116]. However, dislocation properties are not well documented
for nuclear fuels, especially under irradiation conditions. Thus, for nuclear fuels, the
applied dislocation treatment has been much more generalized, with dose and
temperature effects not included. In fact, Rest [117] leaves out dislocations

completely. Typically, the interaction terms are described by

Vacancy - Dislocation Interaction Rate = Z, p,D, | C, - C exp(k—QT B,) (93)
and
Interstitial - Dislocation Interaction Rate = Z,0,D.C; (94)

where thermal emission of interstitials is considered negligible and Z, Z, = numbers
characterizing capture volumes assoctated with unit length, p; = overall dislocation

density, C,, C,= concentrations, D,, D, = diffusion coefficients, and C; = thermal
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(equilibrium) concentration. Because a good correlational predictor of dislocation
types and densities for nuclear fuels is not available, this same set of equations is
used in REDSTONE. The obvious limitations of this approach are that the
dislocation density is held constant and only one type of dislocation i1s considered.

The numbers Z, and Z; are typically on the order of unity. However, because
of the larger strain field surrounding an interstitial, Z, is greater than Z, by one to
two percent. This difference is provides the driving force for steady-state void
growth. Consistent with other researchers, the values of Z, and Z; in REDSTONE
are taken to be 1.00 and 1.02 respectively.

The dislocation density was adopted from other researchers as well. Values
of 108 cm/cm? to 101! cm/cm? have been used [67,118,119]. Since UN is expected
to have fewer dislocations than other corresponding materials in an irradiation

environment, the lower value of 10% cm/cm? is used in REDSTONE.

4.4.4 Bubble Interaction

Vacancy and interstitial diffusion rates are much greater than corresponding
bubble diffusion rates. As a result, the rate at which vacancies and interstitials
interact with a bubble can be calculated via diffusion equations in the vicinity of a

single stationary bubble (diffusion limited reaction), given by

0C, D, 9 [ 20C,\
v v T2 K 95
ot r? ar\' 8r}+ v ( )

and

(96)




with the boundary conditions

' Q 2y
C, =Clexp|l-—| P, —=--
G=C =0
and
G =G ]
G=C
dC‘,=0,r=Rc (98)
dr
G
dr ]

plus initial conditions, where C,,C; = vacancy and interstitial concentrations,
D,,D=vacancy and interstitial diffusion coefficients, K .K; = vacancy and
interstitial production rates, R, = capture volume associated with the bubble, and
R_= bubble radius. The effects from non-equilibrium bubbles have been included as
boundary conditions for vacancies. A similar boundary equation would normally be
present for interstitials except that the interstitial equilibrium concentration has been
taken as zero. Capture effects from dislocations are not included in these equations
as they are already included in the overall bulk concentration equations and bubbles
are the dominant sink on vacancies [93]. Also, since it is desirable to come up with
an analytic expression, recombination is not included here so that the equations
remain uncoupled. Recombination is also included in the calculation of the bulk
vacancy and interstitial concentrations. Solutions to the resulting equations are still
not easily obtained in finite form because of the time derivative. Additionally,
establishment of the initial condition for the time varnable involves knowing the

exact profile around each bubble size at the beginning of each time step. This
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requirement is not practical since it involves modeling vacancy profile changes for
all bubbles. A greatly simplified solution can be obtained by taking a
quasi-steady-state approach, i.e. setting the left hand side of the above equations to
zero. Such an approach assumes that the vacancies and interstitials equilibriate
around a bubble much faster than the bubble changes in size. This assumption is
reasonable since one can argue that after the initial establishment of bubble profiles,
all bubbles would have vacancy and interstitial profiles established around them.
Subsequent coalescences, resolutions, etc would not change these profiles much
from their equilibrium positions. Re-equilibriation of vacancies/interstitials would
occur rapidly since only minor changes would be required. In support of this,
Matthews [15] has concluded that a steady-state treatment of vacancies is
appropriate in most situations. With this simplification, the equations become

r dr dr}

+K, (99)
and

_Did/zdca)”{i (100)

r dr\

with boundary conditions as before and no initial conditions.

Olander notes that the solutions to these equations exhibit two distinct
regions within the capture volume, each dominated by a different process. In the
inner region a diffusion loss term is dominant and production effects can be
neglected. In the outer region diffusion loss is negligible and only production need
be considered. Thus approximate solutions in the inner region can be found by

solving for the equations
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—_— —1=0. 102
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The outer region is actually described by the overall productior/loss equations
describing bulk vacancy/interstitial concentrations. The concentrations change little
in the outer region and quickly attain the values in the bulk matrix.

Usually, the capture radius, R, is taken to be much greater than the bubble
radius, R,. Assuming this to be true here, the flux boundary conditions at r = R,
given earlier can be replaced with concentration boundary conditions at » = 1.e.
C=Q

r=o (103)

G=G }
where a ‘b’ superscript has been added to denote concentrations far away from
bubbles. These boundary conditions essentially convert the capture volume to an

infinite medium. The solutions to these greatly simplified equations are,

G =c+(c-c)(1-2) (104)
and
G=c1-2) . (105)

The resulting reaction rate for a single bubble is given by
Reaction Rate = (—4an) J (106)

where J is the flux across the bubble surface given by
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Making the appropriate substitutions, the net single bubble interaction rates become

Vacancy Interaction Rate = 47rRﬂD‘,{CV -C exp[—%(}’n - % - o) } (108)
and
Interstitial Interaction Rate = 47R D.C, (109)

where the ‘b’ superscript has been dropped from the bulk concentrations. To get the
interaction rates within a unit volume, one needs to multiply by the concentration of

bubbles in the volume, 1.e.

Vacancy Interaction Rate = 4JarDan{Cv -Gy exp[—k—!;(l’n - -2-1% - 0)” (110)
and
Interstitial Interaction Rate = 4aR D.C,C, . (111)

Previous investigators have used the forms above for use in transient modeling [71].

4.5 Bubble Radius Adjustment

A bubble vacancy adjustment equation was described in section 4.1 in terms
of the various processes involved. In this section, this equation will be related to the
concentration equation, and then the conversions needed to directly describe bubble
radius changes will be discussed. Many of the relationships discussed here have

already been discussed previously.

4.5.1 Relation to Bubble Concentration Equation
Ignoring for the moment the affect of the bulk vacancy concentration on the
growth of fission gas bubbles, the resulting equation for bubble vacancy growth is

related to the bubble concentration equations by noting
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RATE OF CHANGE OF RATE OF GAIN OF NUMBER OF VACANCIES
NUMBER OF BUBBLES OF ‘N’ ATOMS PER BUBBLE OF ‘K’
VACANCIES THROUGH PROCESSES ATOMS

ASSOCIATED WITH INVOLVING BUBBLES OF
BUBBLE OF ‘N’ ‘K’ ATOMS
ATOMS
RATE OF GAIN OF NUMBER OF VACANCIES
BUBBLES OF ‘N’ ATOMS PER BUBBLE OF ‘K’
THROUGH PROCESSES ATOMS
INVOLVING BUBBLES OF +
‘K> ATOMS AND NUMBER OF VACANCIES
BUBBLES OF ‘7" ATOMS PER BUBBLE OF ‘J’
ATOMS
RATE OF LOSS OF NUMBER OF VACANCIES
BUBBLES OF ‘N’ ATOMS PER BUBBLE OF ‘N’
ATOMS
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(112)

Stated in words, this conversion is simply the loss terms in the original concentration

equation multiplied by the number of vacancies per bubble for the bubble being lost,

plus the gain terms multiplied by the sum of the appropriate number of vacancies per

bubble for the bubbles being gained. To complete the equation, one must add the

effects from bubble-vacancy and bubble-interstitial interactions developed in section

4.4.4. This equation describes the rate of change of the total vacancy concentration

associated with bubbles of ‘n’ atoms in a unit volume. The total vacancies

associated with bubbles of ‘n’ atoms, C,, 1s equal to C xN,,, where C, is the bubble

concentration and N, is the number of vacancies per bubble of ‘n’ atoms. In

REDSTONE, the bubble concentration is held constant during bubble volume

adjustment calculations. The resulting equation with all terms included is




aC,,

ot (Dnvzcn)Nnv —KnCnNnv + Kn—lCn-lN(n-l)v

- annNnNnv + bn+lCn+1Nn+lN(n+l)v - 32‘7[RnDnC:Nnv
N
- Z[4n(Rn + Rk)(Dn + Dk) - ”(Rn + Rk)len - VkI]CanNnv

kwn
a/2

 STan Ryt RN Do D) = Ryt R Vol ok G Mt Vi)

k»n

-4aR D.CC, + 4JarDan{Cv -C exp[—%(ﬁl - % - R,)H (113)

where each of the terms have been discussed previously.

4.5.2 Relation to Bubble Vacancy Equation

The bubble vacancy rate equation presented in the previous section is not the
exact form used in REDSTONE. The equation in REDSTONE describes the rate of
change of the radius of a bubble, which involves a conversion of the bubble vacancy
equation. The conversion is made by noting that vacancies in a bubble are related to

the radius by

av

3
N <Ry (114)
Q

where 2 1s the atomic volume for one vacancy. Applying this conversion and

rearranging somewhat, produces the following equation for radius change,
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+—'@-DiCiCn+£Dan C, - C, exp —-'—Q—( n_2_y_ o) . (115)
R, R, kT R,

In addition to this conversion, several of the properties depend on bubble
radius. These include the diffusion coefficients, production rates, bubble pressures,
and resolution rates. Each of these dependencies are reviewed in following sections.
These should be considered in the formulation of the finite element problem.
Unfortunately, inclusion of these adds even more non-linearity to the problem.
Preliminary investigations indicated that only inclusion of bubble pressure
dependencies made a noticeable difference in the convergence behavior.
Additionally, calculational stability could be adversely affected by allowing the
terms used to calculate concentrations to change when calculating radii.
Fortunately, bubble pressure is only used in the vacancy interaction terms which
were not used to calculate concentrations. Disregarding the other radius dependent
property terms and keeping terms common with the concentration equation constant
during the radius calculation simplifies the finite element formation of the radius
equation considerably. The details of the formulation will be discussed in Chapter

VIL
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4.5.3 Radius Dependent Properties
Following 1s a short review of the radius dependence of fuel properties used

in program REDSTONE.

4.5.3.1 Diffusion Coefficient

The diffusion coefficient has been defined previously in section 3.3.2.2 as

DY - 6’1?% sinz( 25 R > A (116)
mA R 2R, 4

DY = .&Q_Dg R = _A_'i (117)
TAR; T

where the included terms have been defined previously. The diffusion coefficient is
seen to have an R> dependence modified for larger bubbles by the sin?() term which

also depends on bubble radius.

4.5.3.2 Production Rate
The production rate of bubbles through deposition of new fission gas

depends on the fraction of the bubble surface area and the total atomic sites, i.e.

Kn____8'4_0102§_8_1£1{3 (118)
[}

where the included terms have been defined previously. This equation indicates an

R? dependence.

4.5.3.3 Bubble Pressure
The bubble pressure is described by the van der Waals reduced equation of
state,

N_kT
n~ 4

gn'R: - NnB

(119)
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where the included terms have been defined previously. The bubble pressure is seen
to have a more complex radius dependence. The equation is still in a form,

however, that can be dealt with effectively.

4.5.3.4 Resolution Rate
For bubbles with radius greater than 15 A the resolution parameter is

described by

b, = b, =b[1-{1-15[—1::+%(;‘—:)”3] (120)

where the included terms have been defined previously. For smaller bubbles, there
1s no radius dependence. The resolution parameter for larger bubbles is again seen

to have a more complex radius dependence.
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CHAPTER V
CONCENTRATION FINITE ELEMENT FORMULATION

5.1 Generalities

Detailed modeling of the fission gas behavior within a fuel grain must take
into account not only the individual gas atoms but also all possible gas bubble sizes.
In reality, the number of bubble sizes modeled is either capped at some reasonable
level or the bubbles are grouped into one or more ‘average’ bubble sizes which
exhibit properties which are supposedly an average of the group. This latter
approach has been the preferred method in recent years as it greatly reduces storage
and running time requirements. Normally, the average group values are calibrated
to agree with release results rather than swelling results, i.e. bubble group values are
based on a bubble containing the average number of gas atoms in the group and
bubble volume is not conserved. Programming the collapse of bubble sizes into
groups is only done after multi-bubble size calculations are performed, confirming
the collapsed results. This has not been done for UN. Since the study here concerns
calculating both the release and the swelling, the decision was made to model
individual bubble sizes rather than groups. Scoping calculations had indicated that
the number of different bubble sizes formed would be small and therefore
manageable within the storage and time constraints of the program. Consideration of
the gas atoms as well as “N’ bubble groups results in “N+1’ non-linear equations that
must be solved simultaneously. Because of the complexity and non-linearities of

these equations, numerical methods must be used to solve them.
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The diffusion equation can be expressed in the following general form

aCn 2 2 N N N N
t = Dnv Cn ta, +ﬁnCn + }'nCn + zpnkcnck + kZ nka + z‘zskjckc:i :

ken k=n kenjmun

(121)
This is the same equation presented in Chapter III except that the diffusion
coefficient is constant here. This is also the form of the equation used in
REDSTONE for bubble and vacancy/interstitial concentrations. The form used for
bubble volume adjustment is somewhat different due to higher non-linearities and

will be discussed in the next chapter.

5.2 Discretization of the Time Derivative

Note that in the general equation the concentration appears as a function of
both time and position. A finite element formulation could be performed
incorporating both these variables, but this would require nodal discretization in
time as well as position. Such a discretization would require a single solution of a
set of equations describing all concentrations at all nodal positions and at all
discretized times. Such a formulation would be unmanageable for any reasonable
problem. Instead, the time dependence is usually treated with finite difference
techniques and finite elements are used for the remaining position variables. In the
formulation of the current problem the partial derivative in time is replaced with a
backward Euler approximation so that only a finite element formulation with
position need be done.

A backward Euler approximation given by

t+AtaCn _ t+AtCn_tCn

122
ot At ( )




80

was chosen as it does not impose a maximum time step size and thus is
unconditionally stable. The notation used is that the unknown quantity is at time
‘t+At’, and the last calculated known quantity is at time ‘t’. The unconditionally
stable feature 1s important when dealing with non-linear problems because
divergence of time stepping schemes is not always apparent. In other words, a
non-linear problem using a central difference or forward Euler time stepping scheme
may eventually converge even though the solution became unstable somewhere in
the process. As a result, an answer can be obtained which is totally meaningless.
Although a backward Euler scheme provides the stability needed in a non-linear
problem, it has disadvantages verses both the other schemes.

Against a central difference scheme, 1.e.

1+AtaCn _ t+'.’AlCn_lCn
ot 2At

(123)

which is second order accurate, the backward Euler scheme is only first order
accurate. However, this trade-off is more than acceptable in ligh of the poor
accuracy of experimental data in UN which must be input into the calculation. The

advantage the forward Euler scheme,

t+At - tr2At t+AL
0C, _ PG,

ot JaV4

(124)

over the backward Euler scheme is not accuracy, but has to do with the efficiency of
the resulting program. The forward Euler scheme is an explicit method. As a result,
for a linear problem time stepping involves only updates to the force vector The
use of a forward Euler scheme allows one to calculate the stiffness matrix only once
at the beginning of the problem because the non-time dependent stiffness terms

remain constant in a linear problem. If a backward Euler is used, the stiffness




matrix must be updated at every time step due to the dependence of this scheme on
watC . However, in a non-linear problem, such is the case here, there are terms in
the stiffness matrix which must be updated at every time step anyway. Thus the
advantages of the forward Euler and central difference schemes evaporate, and given
the choice, the backward Euler is the preferred scheme to use for non-linear
problems.

After discretizing the time variable, the time derivative can simply be

incorporated into the already defined generic constants, i.e. since !C, is known

1

new old C .

aX? =" +—L 125

Feayts 2 (125)

and

e _ g L (126)
At

Thus in the formulation the time derivative is incorporated into the genernic
constants, leaving
2 2 N N N N
0=DV°C +a,+B,C, +v,C, + CGC + G+ .G G, .
n B Ve zpnknk znkk 2)2 Kb
ken ken k=nj=n
(127)

With the time derivative discretized, the problem can now be formulated in finite

elements using the Galerkin method.

5.3 Development of the Galerkin Equations
Transformation of the original governing equation to the Galerkin equations
is presented here. In later sections, the Galerkin equations will be tailored to the

problem and individual terms will be identified.




First the general equation is set equal to a residual term,
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